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HIGHLIGHTS

• We model ant foraging behavior with partial differential equations of chemotaxis type.
• Numerical simulations show spontaneous formation of foraging trails.
• Trail formation is correlated with increased food removal efficiency.
• Simulation of the whole foraging cycle.
• Emergence of trail formation from simple modeling principles.

GRAPHICAL ABSTRACT

ABSTRACT

We consider a continuous mathematical description of a population of ants and simulate numerically their foraging behavior using a system of partial differential equations of chemotaxis type. We show that this system accurately reproduces observed foraging behavior, especially spontaneous trail formation and efficient removal of food sources. We show through numerical experiments that trail formation is correlated with efficient food removal. Our results illustrate the emergence of trail formation from simple modeling principles.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Ant foraging is among the most interesting emergent behaviors in the social insects. Perhaps the most striking aspect of ant foraging is how individuals following simple behavioral rules based on local information produce complex, organized and seemingly intelligent strategies at the population level. As such, ant foraging (along with most other activities of an ant colony) is a prime example of the so-called emergent behavior.

It has long been known that one of the main forms of communication among ants is the use of pheromones. These are chemical compounds which individual ants secrete and deposit on the substrate and which in effect are used as a means of communication between ants, transmitting a variety of messages such as alarm, presence of food, or providing colony-specific olfactory signatures used to identify nest-mates.

Among the many documented functions of ant pheromones, we are interested in their role as a chemical trail indicating the
direction to a food source. Many species of ants, especially trail-forming ones, are known to lay a pheromone as they travel from the food source back to nest. The main attribute of this pheromone is that it is attractive to other ants, who tend to follow the direction of increasing concentration of the chemical. These ants will then reach the food source and return to the nest while pheromone themselves, thus reinforcing the chemical trail in a positive feedback loop. This results in the formation of well-defined trails leading from the nest to the food source, allowing for an efficient transport of the food to the nest. Thus, pheromones play a major role in food foraging, where they are widely used (among other strategies) to recruit nest mates to new food sources.

It is clear that the effective simulation and modeling of trail-laying and foraging behavior of ants is a crucial aspect in the understanding of ant ecology. Indeed, for invasive species such as the Fire Ant *Solenopsis invicta* (Tschinkel, 2006) foraging is, next to reproduction, the most important activity of the colony, and the sole means by which it can ensure its nourishment. A better understanding of foraging dynamics is bound to contribute to a more complete picture of ant ecology. Aside from the scientific value of such knowledge, a thorough understanding of ant behavior is essential in defining appropriate policies in those cases (as with *S. invicta*, Tschinkel, 2006, or the Pharaoh’s ant, *Monomorium pharaonis* Jackson et al., 2004) where ant species are considered pests.

The entomological research body on ants, their behavior, and their olfactory means of communication is vast. Here, we content ourselves with citing some seminal works, as well as some more recent investigations with special relevance to our analysis. For a general reference on myrmecology (the branch of entomology that deals with ants), we refer to the encyclopedia book by Hölldobler and Wilson (1990). Theirin may be found many relevant references up to 1990. The paper of Regnier and Law (1968) contains an overview of the chemical study of pheromones. Concerning the trail-laying behavior of ants, and foraging in general, we refer to Beckers et al. (1992), Bossert and Wilson (1963), Deneubourg and Aron (1990), Edelstein-Keshet (1994), Edelstein-Keshet et al. (1995), Ramsch et al. (2012), Rauch et al. (1995), Sumpter and Beekman (2003), Sumpter and Pratt (2003), Udiani et al. (2014), Vittori et al. (2004), Van Vorhis Key and Baker (1986), Vowles (1955), and Wilson (1962a,b,c), and the references therein, although of course many other papers could be cited.

Concerning the computational simulation of ant trail-laying, we refer to Boissard et al. (2012), Couzin and Franks (2002), Edelstein-Keshet et al. (1995), Johnson and Rossi (2006), Ryan (2015), Schweitzer et al. (1997), Sumpter and Beekman (2003), Watmough and Edelstein-Keshet (1995ab), and Weyer (1985), although again this list is far from complete. See especially Boissard et al. (2012) for a recent approach involving directed pheromones, and an excellent, up-to-date review of available numerical and modeling strategies for ant foraging. We encourage the reader to consult that paper for an informative discussion and overview of the state of the art in ant trail-laying simulations.

Let us just point out that, as observed in Boissard et al. (2012), ant foraging simulations have in the past been mostly restricted to individual-based, or cellular automaton, models. That approach is certainly fruitful, but is generally limited to relatively small populations of ants, as well as somewhat restrictive modeling setups.

From what our bibliographical research could gather, only the work of Watmough and Edelstein-Keshet (1995a) presents a PDE model which (as our own) divides the ant population into two kinds, namely ants leaving the nest and ants returning to the nest (see also Johnson and Rossi, 2006, where the population is also divided in two different groups). However, the setting in Watmough and Edelstein-Keshet (1995a) is highly simplified, being one-dimensional, so no trail formation occurs, and the system proposed in that work is only explored numerically in a simplified ODE version.

Let us also refer to the work of Motta Jafelice et al. (2011), where a model for the dispersal of leaf-cutter ants is presented using PDEs. However, in that work trail-laying is not taken into account.

Thus, to the best of our knowledge, the present work is the first to consider the modeling and simulation of the whole cycle of food foraging by ants, comprising random foraging, discovery and transport of food, recruitment, formation of trails and fading of trails upon exhaustion of the food sources. ¹

An outline of the paper follows. In Section 2, we motivate the use of the mathematical framework of chemotaxis to model ant foraging. Next, in Section 3, we present our modeling assumptions derived from an analysis of the myrmecological literature, and deduce our model. In Section 4, we present and discuss various numerical simulations. In Section 5, we perform a parameter space exploration and discuss some consequences and possible experimental validations of the model. In Section 6 we draw some conclusions from our work, discuss some of its limitations, and suggest further lines of inquiry. Finally, the Appendixes deal with the nondimensionalization procedure and the details of the numerical scheme.

The main results of this paper were announced in Amorim (2015).

2. Modeling ant foraging

Many species of ants use recruitment of nest mates through chemical signals in order to efficiently exploit food sources. The goal is to concentrate the most individuals possible in a small region in space and time where the food source is located. This minimizes the risk of predation of the ants themselves and the removal of the food source by other foragers. To this end, eusocial insects have evolved several strategies, of which trail formation is one of the most well-known (Hölldobler and Wilson, 1990, Chapter 10).

Ants lay trails by depositing pheromones on the substrate, usually by pressing their sting against the substrate. Pheromones are chemical compounds that can diffuse through the substrate or through the air (Bossert and Wilson, 1963) and which the ants detect through their antennae. Importantly, ants can discern changes in concentration of the pheromone by measuring the difference in concentration between each antenna (see Boissard et al., 2012 and the references therein), thus allowing them to follow chemical gradients. A thorough description of foraging behavior for the fire ant *S. saevissima* can be found in Wilson (1982ab).

Chemotaxis: In this work, we study ant foraging behavior from the mathematical point of view of chemotaxis. The term chemotaxis is used to describe phenomena in which the movement of an agent (usually a cell or bacteria) is affected by the presence of a chemical agent. Typically, individuals follow paths of increasing (or decreasing) concentration of the chemical agent, and often produce the agent themselves. This may originate a variety of phenomena, including finite time blow-up, segregation of species, and the formation of patterns, which are of interest to biologists and mathematicians alike.

The original chemotaxis model dates back to Patlak (1953) and Keller and Segel (1970, 1971), and was developed to model the evolution of a density ρ(t, x) of bacteria and the concentration of a chemical c(t, x), t ≥ 0, x ∈ R², according to the system (presented here in nondimensional form):

\[
\begin{align*}
\partial_t \rho - \Delta \rho &= \nabla \cdot (\rho \nabla V C) = 0, \\
\partial_t C - \Delta C + \epsilon C &= \rho,
\end{align*}
\]

¹ As this work went to press, we learned of the paper of Bertozzi et al. (2014), which proposes a system sharing many similarities with our own.
with appropriate (nonnegative) initial data \(\mu(0, x)\) and \(c(0, x)\). The first equation models a random Brownian diffusion of the bacterial population, with a transport term with velocity \(Vc\) and a sensitivity \(\nu\). Thus the bacteria not only disperse but also have a tendency to follow the direction of steepest gradient of \(c\). In turn, the second equation models the production of the chemical \(c\) by the bacterial population, its diffusion on the substrate and its evaporation with rate \(r\). For the rich mathematical theory and a survey of results relating to chemotaxis, we refer the reader to the reviews of Hillen and Painter (2009) and Horstmann (2003, 2004).

It is natural (as had already been observed in Boissard et al., 2012) to approach ant foraging behavior from a chemotactic point of view, where the ant population is modeled by a density function rather than by a discrete set of individuals. We will model the foraging behavior of ants by deducing a suitable generalization of the chemotaxis system 2.1 to encompass two types of ant (foraging ants and returning ants), as well as the pheromone concentration and food source availability. Note that chemotactic models have already been applied successfully to multi-species situations in other settings, see for instance Painter (2009) and Tang and Tao (2008).

Finally, we note that our approach shares some aspects with mechanisms approaches to animal movement already applied to territory studies of mammal species such as wolves by Lewis and Murray, 1993, Lewis et al. (1997), and Moorcroft et al. (2006).

Indeed, the basic phenomena of random motion and attractiveness or repulsion to certain chemical or olfactory signals (pheromones in the case of ants, urine marks in the case of wolves) may be mathematically modeled in a similar way.

3. A continuous chemotaxis-type model of ant foraging

In this section we present our PDE model of ant foraging behavior. The populations of foraging and returning ants are modeled, respectively, by density functions \(u(t, x)\) and \(w(t, x)\) depending on \(x \in \Omega\) and \(t \geq 0\), where \(\Omega\) is an open subset of \(\mathbb{R}^2\) representing the physical domain that the population inhabits, and \(t\) is the time. Note that in the simulations below, \(\Omega\) will be a bounded set, but for modeling purposes, the domain may be all \(\mathbb{R}^2\). Even though individual ants are not microscopic, modeling an ant population using a continuous density is reasonable. Indeed, to take the example of the genus *Pogonomyrmex*, a typical worker measures 1.8 mm in body length, while their foraging range usually extends to distances of 45–60 m (Hlldobler, 1976). Thus, the ratio of foraging distance to average body length may be of the order of \(3 \times 10^4\). The same assumption is used frequently, for instance, in the continuous modeling of cell dynamics (Hillen and Painter, 2009). Moreover, as is customary when modeling physical phenomena using reaction–diffusion equations, such as crowd movements or chemotaxis, the solution may be seen as the averaged outcome of a great number of individual experimental runs.

3.1. Presentation of the model

We propose the following continuous model for ant foraging, which will be explained in subsequent sections:

\[
\begin{align*}
\partial_t u - \alpha_u \Delta u + \nabla \cdot (u \mathbf{B}_u \nabla v) &= -\nu u c + \beta w N(x) + \bar{M}(t) N(x) \\
\partial_t w - \alpha_w \Delta w + \nabla \cdot (w \mathbf{B}_w \nabla u) &= \gamma v c - \beta w N(x) \\
\partial_t v &= \mu \chi(x) w - \delta v + \alpha_v \Delta v \\
\partial_t c &= -\nu u c.
\end{align*}
\] (3.1)

The variables and quantities used in our model have the following meanings:

- **Variables**
  - \(u(t, x)\): Density of foraging ants
  - \(w(t, x)\): Density of ants returning to the nest with food
  - \(v(t, x)\): Concentration of pheromone
  - \(c(t, x)\): Concentration of food source

- **Given functions**
  - \(\chi(x)\): Nest-bound field
  - \(N(x)\): Location of the nest
  - \(\bar{M}(t)\): Foraging ants emerging from the nest
  - \(\mu\): Decrease in pheromone deposition near the nest

The constant parameters appearing in system (3.1) are collected in Table 1, while the quantities appearing in (3.1) are the following given functions: \(\chi\) is a given nest-bound vector field, so that \(\alpha(x)\) is (the negative of) a potential-like function indicating distance to the nest. \(N(x)\), which describes the spatial placement of the nest, in such a way that \(\int_M N(x) \, dx\) gives the total area of the nest entrance; more exactly, the support of \(N(x)\) represents the small region around the nest entrance where returning ants turn into foraging ants.

The function \(\bar{M}(t)\) is of the form \(C_0 \delta(t)\), for some \(C, T > 0\) (here \(\chi\) denotes a characteristic function) and describes the foraging ants emerging from the nest at rate \(C\) until time \(T\); and \(P(x)\), which is a function which decreases to zero as one approaches the nest, intended to reflect the experimental fact that ants decrease pheromone deposition as their distance to the nest decreases. We take \(P\) with a paraboloid profile in the simulations below.

### 3.1.1. Physical parameters

In Table 1, we collect the physical parameters intervening in system (3.1). Note that we do not provide estimates for the values of these values here, primarily since the variations among ant species are huge. Furthermore, many of them are actually rather difficult to obtain in the literature. Moreover, the non-dimensionalization in Appendix A reduces the number of parameters of which we must know an exact value, so that it is only necessary to know certain ratios between them.

The system (3.1) must be supplemented with appropriate boundary conditions and initial data.

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha_u), (\alpha_w)</td>
<td>(\mu^2)</td>
<td>Diffusion rate of foraging and returning ants</td>
</tr>
<tr>
<td>(\beta_u)</td>
<td>(\mu^4)</td>
<td>Foraging ants’ pheromone sensitivity</td>
</tr>
<tr>
<td>(\beta_w)</td>
<td>(\epsilon^2)</td>
<td>Rate of transformation of returning ants into foraging ants at food site</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>(\mu^2)</td>
<td>Rate of transformation of returning ants into foraging ants at nest</td>
</tr>
<tr>
<td>(\delta)</td>
<td>(\mu^2)</td>
<td>Rate of pheromone deposition</td>
</tr>
<tr>
<td>(\nu)</td>
<td>(\epsilon)</td>
<td>Rate of pheromone evaporation</td>
</tr>
<tr>
<td>(\alpha_v)</td>
<td>(\nu^2)</td>
<td>Rate of pheromone diffusion</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>(\epsilon^2)</td>
<td>Rate of food removal by foraging ants</td>
</tr>
</tbody>
</table>
3.1.2. Boundary conditions and initial data

In the interest of conservation of the total mass of ants, we impose zero-flux boundary conditions on system (3.1). That is, we assume that on the boundary $\partial \Omega$, it holds

\[
(\alpha_n \nabla u - \beta_u u \nabla v) \cdot n = 0,
\]

\[
(\alpha_n \nabla w - \beta_w w \nabla v) \cdot n = 0,
\]

(3.2)

\[
\nabla \cdot v = 0, \quad c = 0,
\]

where $n$ is the outward unit normal vector to $\partial \Omega$.

Note that imposing the boundary conditions (3.6), one can easily check that, at least for smooth solutions, the system (3.5) preserves the total mass of ants, after they have all emerged from the nest: for each $t$,

\[
\int_{\partial \Omega} \nabla u + w(t) \, dx = C,
\]

where $C$ is the total quantity, or mass, of ants.

The initial data are

\[
u(0, x) = w(0, x) = v(0, x) = 0, \quad c(0, x) = c_0(x).
\]

(3.3)

At $t = 0$, no ants and no pheromone are present. Foraging ants will emerge from the nest according to the function $\mathbf{M}(t)$ in (3.1), as described above. An initial distribution of food is provided by the function $c_0$.

3.1.3. Analytical results

Mathematically, the system (3.1)–(3.3) is of chemotaxis type and so is amenable to rigorous analysis. In fact, well-posedness results are available for this system, which will be the object of a forthcoming paper (Alonso et al., 2015). Another important property of the system (3.1)–(3.3) worth mentioning here is that the time evolution preserves the positivity of solutions, see Alonso et al. (2015).

As we shall see in Section 5, for certain parameter ranges, the formation of trails is weak or nonexistent. The well-posedness results in Alonso et al. (2015) do not take this parameter dependence into account. Thus, it would be interesting to see whether any rigorous estimates of the parameter ranges allowing trail formation could be obtained.

3.1.4. Reference density

At this point we introduce a reference density $u_{ref}$, which emerges naturally from the boundary conditions (3.2). It is such that, after all the ants have emerged from the nest, $(u, w, v, c) = (u_{ref}, 0, 0, 0)$ is a steady-state solution to the system (3.1). Since the total mass of ants $C$ is conserved eventually, we must have $u_{ref} = C/|\partial \Omega|$.

3.1.5. Summary of the model

The system (3.1) may be interpreted as follows:

- The foraging $u$-ants emerge from the nest located at $x = 0$ at rate $\mathbf{M}$ until time $T$ (or else their initial distribution may be a given function). They disperse randomly according to Fourier’s heat law (or Fick’s law) ($\alpha_n \Delta u$ term). Upon encountering the pheromone $v$, they follow its gradient ($V \cdot (\nabla v)$ term).
- When they reach an area with food (indicated by a positive food concentration $c$), foraging ants turn into $w$-ants (returning ants), by means of the coupling source terms $\pm \lambda u c$, depleting the food in the process (which is described by the fourth equation).
- The $w$-ants now return to the nest with food, by following the (prescribed) nest-bound vector field $V a(x)$. This is modeled by the transport term $V \cdot (\beta_w w \nabla v)$. They lay the pheromone $v$ which the $u$-ants will now follow to reach the food, according to the chemotactic transport term $V \cdot (\beta_u u \nabla v)$ in the first equation.
- When the $w$-ants reach the nest whose location is modeled by the function $\mathbf{N}(x)$, they leave the food at the nest and re-emerge as $u$-ants.
- The third equation represents the laying of the pheromones by the $w$-ants, which evaporates and diffuses. Note the function $P(x)$, describing the decrease in pheromone deposition as ants approach the nest.
- The last equation represents the depletion of the food when foraging ants come in contact with it.

3.2. Modeling assumptions

We now describe the modeling assumptions leading to the formulation of system (3.1) and (3.2). We intend to model not one specific species of ant, but rather to capture in a qualitative way the characteristic properties of ant foraging. In view of this, we will borrow behavioral aspects from various species of ants. However, in the simulations below we must use concrete values for the various physical quantities involved, and for this we shall rely on various sources. We use some experimental data on Lasius niger, collected in Boissard et al. (2012) and available also in Beckers et al. (1992). Mostly, though, we rely on the descriptions in Wilson’s (1962a,b) works on S. saevissima.

Returning to the nest: One of the main assumptions of our model is that ants know the way back to their nest upon finding a food source. This is reflected by the introduction of a given nest-bound vector field $V a(x)$, derived from a potential-like function $a(x)$ which in the simplest case is just the negative of the distance to the nest (smoothed at the nest site). Importantly, this assumption is supported by the literature. Indeed, many species of ants have been proven to use visual and olfactory orientation cues to return to the nest (Hölldobler, 1976; Steck et al., 2009), as well as the so-called orientation by path integration (Müller and Wehner, 1988; Wehner, 2003), in which individuals cumulatively keep track of changes in direction and thus of the overall direction of the nest. Even the concentration of carbon dioxide (which is greater near the nest) is conjectured to serve as a homing guide for returning ants, see Hölldobler and Wilson (1990, p. 289).

Dynamics near the nest and at the food site: We will assume that the nest is a small but extended region in which ants returning to the nest carrying food are transformed into foraging ants at a certain rate. We do not take into account any eventual time ants might spend inside the nest. Rather, we suppose that upon reaching the nest entrance, ants instantaneously drop their food and return to foraging. Although this might not be realistic, we make the simplifying assumption that the mass of foraging ants inside the nest is negligible.

We make no attempt to model the mechanics of recruitment which take place in the nest or near its entrance, by which returning ants recruit other ants, often by antenna contact or by physically pushing them in the direction of the trail. See Hölldobler and Wilson (1990, p. 279) for a description of some species’ intricate dynamics near the nest, and Udiani et al. (2014) for a model of these dynamics, with an analysis of the measure in which they may influence foraging.

At the food site, an inverse transformation takes place: foraging ants are transformed into returning ants at a fixed rate. Here, we suppose that the ants spend no time feeding at the food site and are able to very quickly grab a portion of food and start their journey back to the nest. Although this is also probably an over-simplification, the resulting equation for the removal of food by the ants is extremely convenient, not least because it allows one to define the “half-life” of the food (that is, the mean time it takes...
ants having a certain reference density to remove half the available food), which will serve as the time scale used in the nondimensionalization procedure below.

**Choice of direction when encountering a trail:** In line with the experimental results in Beckers et al. (1992), we will suppose that the rate of pheromone deposition decreases as ants approach the nest. This experimental fact, observed at least in *L. niger* ants, is especially convenient from the modeling point of view since it acts to prevent over-concentration of pheromone near the nest.

This is related to the more general problem individual ants face when encountering a trail, of deciding in which direction to follow the trail. Again our study of the literature yields mixed results. For instance, in Wilson (1962a) it is reported that ants encountering a trail immediately follow it in the direction away from the nest. This is consistent with our assumption that individuals know the general direction of the nest. However, in the same work instances are reported where an individual ant returning from a food source laying pheromone is followed closely by another forager, who is obviously attracted to the pheromone, but is traveling in the “wrong” direction. Also, frequent double-backs are reported in this and other works, and these may even provide a way to reinforce the trail when in its early stages (Reid et al., 2012). A more recent study (Jackson et al., 2004) shows that at least for the Pharaoh's ant *M. pharaonis*, the geometry of bifurcations of the trail serves as an indicator of the polarity of the trail (i.e., of its “right” direction): individuals traveling in the wrong direction correct their path when encountering a bifurcation by analyzing the angles between trail branches.

The gradual decrease in pheromone deposition when approaching the nest reported in Beckers et al. (1992) actually provides a plausible and simple mechanism allowing the “correct” food-bound direction to be chosen more often when an individual encounters a trail. Indeed, as observed in the simulations below, the resulting pheromone profile presents a clear slope leading away from the nest, which is not orders of magnitude smaller than the slope in pheromone concentration transverse to the trail, at least for the relatively short trails we simulate. This allows the ants to follow the trail in the direction of the food.

It would be interesting to know if the decrease in pheromone deposition when approaching the nest is common to other species, and whether it has any relation to the choice of a direction when following a trail. Our numerical results suggest it does, although of course results from a model as simplified as ours must be interpreted with caution, and trail polarity results such as Jackson et al. (2004) must be taken into account.

**Modeling pheromone propagation:** The modeling of pheromone propagation is not straightforward. First, observe that we suppose the ants move in a two-dimensional domain in which they deposit pheromone, which diffuses. But the pheromone will actually diffuse through the half-space of air above the plane of the ants. Therefore, strictly speaking, it should obey a three-dimensional diffusion equation on a half-space, with initial data concentrated on its boundary (where the ants deposit the pheromone). It is not clear from the literature whether there is any strictly two-dimensional diffusion along the substrate.

Fortunately, the classical work by Bossert and Wilson (1963) provides some guidelines. The authors measured and simulated pheromone diffusion using a variety of approaches, taking into account the observations made above, and suggested that one can model its propagation according to a two-dimensional diffusion process acting on the substrate, and provide actual estimates for the diffusion coefficient, which we will use.

Thus, we propose a two-dimensional diffusion equation of the type
\[
\partial_t \nu - \nu \Delta \nu + \alpha_1 \Delta \nu
\]  
(3.4)
to model pheromone diffusion.

In our case, \(\alpha_1\) models only the chemical degradation of the pheromone. According to Hölldobler and Wilson (1990, p. 244) and Bossert and Wilson (1963), the degradation rate should be quite high to allow for quick abandonment of non-productive trails; still, in Regnier and Law (1968) a great variation in pheromone degradation speed is observed, with trails remaining detectable from a few hundred seconds to days. See also Jeanson et al. (2003) for specific values of pheromone trail decay rates in the case of *M. pharaonis*. Another advantage of using an equation of type (3.4) is that one remains inside the well-studied framework of chemotaxis. We will see that, despite these caveats, the choice of (3.4) for pheromone dynamics provides good results in our framework.

### 3.3. Nondimensional system

In Appendix A, we deduce the following non-dimensional version of the system (3.1):

\[
\begin{aligned}
\frac{\partial u}{\partial t} - \Delta u + \nabla \cdot (u \chi_0 \nabla v) &= - \nabla \cdot (w \mathbb{1} + M(t) N(x)) \\
\frac{\partial w}{\partial t} - D_u \Delta w + \nabla (w \nabla c) &= u - \lambda w N(x) \\
\frac{\partial v}{\partial t} &= P(x) w - \nu v + D_v \Delta v \\
\frac{\partial c}{\partial t} &= - \mu c.
\end{aligned}
\]  
(3.5)

The boundary conditions and initial data (3.2) and (3.3) become

\[
\begin{aligned}
\nabla \cdot (u \chi_0 \nabla v) \cdot \mathbf{n} &= 0, \\
(D_u \nabla w - w \nabla c) \cdot \mathbf{n} &= 0,
\end{aligned}
\]  
(3.6)

\[
\forall x \in \Omega, \quad c(x) = 0,
\]  
(3.7)

where \(\mathbf{n}\) is the outward unit normal vector to \(\partial \Omega\), and

\[
\begin{aligned}
u(0, x) &= w(0, x) = v(0, x) = 0, \\
c(0, x) &= c_0(x).
\end{aligned}
\]  

The original system (3.1) is thus reduced to system (3.5), having the dimensionless parameters and given functions described in Table 2.

### 4. Numerical simulation of ant foraging behavior

In this section we present several numerical integrations of the nondimensional system (3.5)–(3.7). Details of the numerical procedure may be found in Appendix B.

### Table 2. Dimensionless parameters in system (3.5).

<table>
<thead>
<tr>
<th>Dimensionless parameter</th>
<th>Physical meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\xi) (= \theta / (\Delta t))</td>
<td>Phenomena degradation rate relative to the time-scale (\Delta t)</td>
</tr>
<tr>
<td>(D_u = a_1 / a_2)</td>
<td>Ratio between diffusion coefficients of pheromone and foraging ants</td>
</tr>
<tr>
<td>(D_w = a_3 / a_4)</td>
<td>Ratio between diffusion coefficients of returning ants and foraging ants</td>
</tr>
<tr>
<td>(\lambda_1 = \beta / (\mu \epsilon))</td>
<td>Foraging ants' pheromone sensitivity</td>
</tr>
<tr>
<td>(\beta = \epsilon / (\mu \epsilon))</td>
<td>Rate of transformation of returning ants into foraging ants at nest, relative to the time-scale (\Delta t)</td>
</tr>
<tr>
<td>(P(x))</td>
<td>Decreasing pheromone deposition when close to the nest</td>
</tr>
<tr>
<td>(M(t)) (= M(x))</td>
<td>Foraging ants emerging from the nest</td>
</tr>
<tr>
<td>(N(x))</td>
<td>Location of the nest</td>
</tr>
<tr>
<td>(\delta(x))</td>
<td>Potential-like function describing attraction to the nest</td>
</tr>
</tbody>
</table>
4.1. Trail formation with two food sources

We simulate a setting similar to the one reported in Wilson’s experiments with the fire ant *S. saevissima* (Wilson, 1962a,b,c). The domain is a square arena of 4 m², with the nest at its center, in which two separate food sources are placed at a distance of approximately 100 cm from the nest.

We emphasize that our simulations are not intended to precisely simulate a particular species, but rather to illustrate the emergence of trail formation from simple modeling principles.

The discretization comprises a 160 × 160 point grid with a total of 25,600 points, and a time-step of 0.002 was used, which corresponds to 0.204 s. The space increment is \( dx = dy = 0.225 \) in the units of (3.5) (see Appendix A), which corresponds to \( dx = dy = 1.25 \) cm.

4.1.1. Estimating parameters

We now turn to the question of estimating actual values for the parameters and functions appearing in Table 2. We will see that it is not straightforward to determine realistic values for every parameter, partly due to a lack of precise estimates in the literature.

Let us begin with the values that are well-established in the literature. First, we will take a colony size of 75,000 ants. Colony size is highly variable (Hölldobler and Wilson, 1990, p. 160), varying from less than 10 to a few million. In an area of 4 m² (a typical value, for instance, for a young fire ant colony, Tschinkel, 2006, or for an experimental setting), this gives a reference density \( \rho_{ref} = 1.875 \) ants per cm².

**Diffusion:** We will use for the pheromone diffusion coefficient the value \( \alpha_{p} = 0.01 \) cm²/s. This is the value used in Boissard et al. (2012), based on the slightly lower value determined in Bossert and Wilson (1963) (which the authors claim is probably underestimated). Surprisingly, we could not find an accurate value for the foraging ants’ diffusion coefficient \( \alpha_{u} \) in the literature. To determine the non-dimensional parameter \( D_{u} \) (see Table 2), we assume that foraging ants’ diffusion coefficient \( \alpha_{u} \) is ten times larger than \( \alpha_{p} \). This is supported by values estimated in Motta Jafelice et al. (2011), for leaf-cutter ants of the genus *Atta*, which propose \( \alpha_{u} = 0.39 \) cm²/s. Since leaf-cutter ants are large, fast ants, we lower this value a little to \( \alpha_{u} = 0.1 \) cm²/s and will thus use \( D_{u} = 0.1 \).

The returning ants have no advantage to divert from their path by random movement, and so we assume that their diffusion coefficient is the same as the pheromone’s (i.e., small), thus giving \( D_{c} = 0.1 \).

**Time and space scales:** We may now estimate \( \hat{t} \) and \( \hat{x} \). Recall that \( \hat{t} = (\rho_{ref})^{-1} \). This allows us to relate it to the rate of food removal in the following way. The last equation in the original system (3.1) is \( \partial_{t} C = -\chi u C \). We focus our attention on a single point in space and suppose temporarily that \( u \equiv u_{ref} \) on that point. In these circumstances, the half-life of the food could be measured experimentally, which as far as we know has not been done (assuming, of course, that ants remove the food according to the law appearing in (3.5); this may not be accurate, see the discussion in the Conclusions section at the end of this paper). We are left with positing a reasonable value for this half-life, which we set at 70 s. A short calculation then gives \( \hat{t} = (\rho_{ref})^{-1} = 70 \) s/ln 2 ≈ 102 s.

The spatial scale is then determined as \( \hat{x} = \sqrt{\alpha_{c} \hat{t}} \approx 5.5 \) cm.

Note that the choice of \( \hat{t} \) by this type of reasoning contains assumptions on the amount of food a single ant can carry. Indeed, for the same reference ant density \( u_{ref} \), a shorter food half-life (and thus different \( \hat{t} \)) must mean that the same number of ants can carry away more food in the same time.

**Pheromone degradation and sensitivity:** We take the value associated to pheromone degradation to be \( \varepsilon = 0.5 \), for the sake of definiteness. This is obtained by assuming that the pheromone half-life is 140 s. Note that, as observed in Regnier and Law (1968), trail pheromones degradation speeds vary widely, with trails remaining detectable from a few minutes to days. Here we take a value giving a rather long time of trail degradation, as suggested in Wilson (1962a).

The pheromone sensitivity \( \chi_{s} \) is probably the most difficult parameter to accurately estimate. We set a value of \( \chi_{s} = 50 \) for the sake of illustration. As described in the numerical experiments of Section 5, we have simulated the system (3.5) for a variety of values of \( \chi_{s} \) and so refer to that section for more details.

**Food-related parameters:** To estimate \( \lambda \), consider that the speed of transformation of returning ants into foraging ants should be quite high, to prevent clogging at the nest. Therefore, assuming a density (using the variables of system (3.5)) of \( \nu = 1 \) at the nest, and a small “half-life” of returning ants at the nest, we set \( \lambda \approx 70 \).

Let us consider the simplified system

\[
\begin{align*}
\partial_{t} u &= -\chi u C \\
\partial_{t} C &= -u C,
\end{align*}
\]

which isolates the dynamics of food removal, and assume temporarily that \( u \) and \( C \) are only time-dependent. Since system (4.1) reduces to the standard logistic equation, one can easily check that, disregarding spatial dynamics, if at some time the food concentration is greater than the ant concentration, then the system (4.1) will evolve to a steady state with a positive amount of food and no ants; this corresponds to a situation where ants are not very efficient, or the food is not desirable. If, in contrast, the ant density is greater than the food density in this scaling, then all the food will be removed (asymptotically) and some ants will still remain. This reflects a greater efficiency in food removal, or a great desirability of the food.

These remarks suggest that taking initial data \( C_{0} \) with numerical value greater than the reference ant density \( u_{ref} \) will model a situation in which food removal efficiency (or food desirability) is low, and smaller values of \( C_{0} \) model a situation in which food removal is very rapid (or food desirability is high). So, the choice of \( C_{0} \) reflects ant efficiency and food desirability. For this simulation, we take \( C_{0} \) concentrated on two small regions with maximums of 12 and 6, which means desirable food sources.

**Choice of functional terms:** We now turn to the choice of the functions \( P, N, M \) and \( a \) in (3.6). The function \( N(x) \) is a smoothed characteristic function indicating the nest entrance; we will suppose that the nest entrance is a circle of radius 10 cm situated at \( x = (0, 0) \) (see the discussion on the dynamics near the nest in a previous section).

\( P(x) \in [0, 1] \) will be a smooth function of the form \( C \varepsilon^{2} \) so that pheromone deposition is progressively reduced near the nest, which is at the origin. The constant \( C \) is adjusted in each simulation to allow this reduction to become noticeable at a distance of about half the typical trail length from the nest.

To define \( M(t) \) (modeling the emergence of foraging ants from the nest at the start of the simulation), we make the following assumptions. \( M(t) = C_{0}M_{0}(t) \) for some \( C_{M}, T \), where \( M_{0}(t) \) denotes the characteristic function. Then, supposing that ants emerge from the nest at a rate of one ant per cm² s, that the total population is about 75,000 ants, and converting to the new units, we obtain the appropriate values of \( C_{M} \) and \( T \).

The nest-bound potential \( a(x) \) is a smoothing of the function \( C \varepsilon^{2} \). This way, the vector field \( \nabla a \) points to the nest with constant norm, except near the nest where it decays to zero. Therefore, \( C \) must be the value (in \( \hat{h} \) units) of an individual ant’s speed returning to the nest, which we suppose is \( 1 \) cm/s = 18.35 \( \hat{h} \). Thus we take \( a(x) = 18.35 \chi_{s} \) in (3.5).

We collect in Table 3 the actual values used in this simulation.
In Figs. 1–4, we present the results of one typical simulation. We take a population of ants approaching the size of a young but established colony of, for instance, the fire ant *S. invicta* or *S. saevissima* (Hölldobler and Wilson, 1990, p. 160, Tschinkel, 2006). The data are collected in Table 3.

We present the ants with two different food sources. As discussed in the previous section, the lower value of food quantity on one of the sources reflects a lesser quality of the food source or simply a lower density of food. Even so, both food sources are eventually exhausted after about two and a half hours (see Fig. 4), which is consistent with the timescales reported in Wilson (1962a).

One can clearly observe the formation of trails in the foraging and in the returning ants, as well as the concentration of pheromone on that trail. Also, when the smaller food source is depleted, the evaporation of the pheromone results in a quick abandonment of the trail.

### Table 3

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total population</td>
<td>75 000 ants</td>
</tr>
<tr>
<td>Area of physical domain (\Omega)</td>
<td>4 m²</td>
</tr>
<tr>
<td>(\epsilon)</td>
<td>0.5</td>
</tr>
<tr>
<td>(D_\epsilon)</td>
<td>0.1</td>
</tr>
<tr>
<td>(D_w)</td>
<td>0.1</td>
</tr>
<tr>
<td>(\chi_u)</td>
<td>50</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>70</td>
</tr>
<tr>
<td>(\omega(x))</td>
<td>~12</td>
</tr>
<tr>
<td>(\ell)</td>
<td>102 s</td>
</tr>
<tr>
<td>(\bar{g})</td>
<td>5.54 cm</td>
</tr>
<tr>
<td>Returning ant speed</td>
<td>1 cm/s</td>
</tr>
</tbody>
</table>

### 4.2. Numerical results of trail formation with two food sources

is the foraging ants’ chemotactic sensitivity and \(\epsilon\) is the pheromone degradation rate.

In Fig. 5, we present the density of foraging ants at time \(t = 1.36\) h, for various simulations using the same parameters as in Table 2, but with a smaller quantity of food. On the horizontal axis, \(\epsilon\) varies between the values 0.01, 0.1, 0.5, 1, 2.5 and 5, while on the vertical axis \(\chi_u\) varies between 20, 40, 80, 160, 500 and 1000, from bottom to top.

It is clear from Fig. 5 that certain parameter values are more conducive to trail formation than others. We can see, for instance, that trail formation is suppressed when the pheromone degradation rate \(\epsilon\) is large and the ants’ sensitivity is low (bottom right of Fig. 5). Similarly, trails do not develop well when pheromone degradation is very fast and sensitivity very high (upper left part of Fig. 5).

### 5. Food removal efficiency is linked to trail formation

In this section we discuss some consequences and possible experimental validations of our model. The main idea is that increased trail formation is correlated with food removal efficiency, which is in turn related to rather precise conditions on some of the coefficients of the system (3.5).

In a simplified ecological setting such as the one presented in this work, the quantity which the ants strive to minimize (in an evolutionary sense) would be the amount of time taken to carry all the food to the nest. So, in this section we investigate what is the influence on food removal efficiency of varying parameters on which natural selection can act.

Of particular interest is the question of whether different parameter combinations allow or prevent trail formation. To address this question, we focus our analysis on the pheromone degradation rate \(\epsilon\) and the chemotactic sensitivity of the foraging ants, \(\chi_u\). Note that it would be interesting to consider other pairs of parameters; however, these two parameters were chosen precisely because it is less clear, on an intuitive level, what effect their variation might have on the foraging dynamics.

### 5.1. Parameter space exploration: conditions for trail formation

With this in mind, we now present an exploration of the \((\epsilon, \chi_u)\)-parameter space, showing how trail formation in foraging ants is affected by the variation of these parameters. Recall that \(\chi_u\) is the foraging ants’ chemotactic sensitivity and \(\epsilon\) is the pheromone degradation rate.

In Fig. 5, we present the density of foraging ants at time \(t = 1.36\) h, for various simulations using the same parameters as in Table 2, but with a smaller quantity of food. On the horizontal axis, \(\epsilon\) varies between the values 0.01, 0.1, 0.5, 1, 2.5 and 5, while on the vertical axis \(\chi_u\) varies between 20, 40, 80, 160, 500 and 1000, from bottom to top.

It is clear from Fig. 5 that certain parameter values are more conducive to trail formation than others. We can see, for instance, that trail formation is suppressed when the pheromone degradation rate \(\epsilon\) is large and the ants’ sensitivity is low (bottom right of Fig. 5). Similarly, trails do not develop well when pheromone degradation is very fast and sensitivity very high (upper left part of Fig. 5).

### 5.2. Trail formation and food removal efficiency

As we pointed out, trail formation itself confers no advantage to the ants if it does not contribute to a more efficient food removal. We now show that trail forming behavior, as depicted in Fig. 5, is correlated with increased food removal efficiency. To see this, we compute the evolution of the remaining food mass for each column and row of Fig. 5. Then, we determine for each row and column what are the parameter values for which food is more efficiently removed. The measure we use is the quantity of food remaining at a fixed time about 75% of the total simulation time. The results are reported in Table 4. For each column of Fig. 5, that minimum is marked with a black star, while for each row the minimum is marked with a white star. These minima are also shown in Table 4.

Using this procedure, we can see from Table 4 and Fig. 5 that food removal is more efficient precisely when trail formation is more apparent. This strongly supports the notion that trail formation by foraging ants is a main contributing factor to a more efficient removal of the food, as is widely assumed.

Another conclusion suggested by the analysis of Table 4 is that greater chemotactic sensitivity is not always advantageous; rather, increased sensitivity only translates into increased food removal efficiency when the pheromone degradation rate is sufficiently high. Conversely, a very long lived pheromone should be paired with a decreased sensitivity in order to yield efficient food removal. In other words, we can postulate a monotone dependence of the sensitivity with respect to the pheromone degradation rate.

### 5.3. Suggestion of experimental work

**Relation between pheromone degradation rate, chemotactic sensitivity and trail formation:** From Table 4 and Fig. 5 we can see that, in our simulations, there is a narrow region of the \((\epsilon, \chi_u)\) parameter space leading to an optimal food removal efficiency (when one of the two parameters is fixed). Moreover, Fig. 5 shows that in this region, trail laying is most apparent.

A possible experimental validation of our model would be to consider two closely related ant species which use different pheromones, where each pheromone has a different degradation rate. Our model predicts that, in that case, their sensitivities should lie in the narrow region of the \((\epsilon, \chi_u)\) parameter space where food removal efficiency is greater. Given the appropriate parameters to plug into Eqs. (3.5), we would be able to predict the chemotactic sensitivity from the knowledge of the degradation rate alone, by constructing Table 4.

To summarize, it may seem natural that chemotactic sensitivity varies with the pheromone degradation rate. What we have observed in our model is that not only is this a monotone
dependence, but also that greater food removal efficiency occurs in a narrow region of the parameter space, which can, presumably, be known for a particular species of ant. Thus we would expect $\varepsilon$ and $\chi$, to be highly correlated in nature, at least for species which do not differ greatly in other respects.

Moreover, our simulations show that food removal efficiency is correlated with trail formation, reinforcing the view that trail formation is indeed one of the most important adaptations in ants.

**Orientation along trails:** From our review of the myrmecological literature, one outstanding open problem appears to be the question of the choice of direction when encountering a trail (this was discussed in detail in Section 3.2). The present work suggests that the ability of ants to measure differences in pheromone concentration along the length of the trail, and not only across the trail, may play an important role in orienting individuals in the correct direction when encountering a trail. This lengthwise
A gradient can be created by a gradual diminishing of pheromone deposition by returning ants as they approach the nest. Indeed, although other mechanisms to solve this orientation problem have been found, and others can be envisaged, our results suggest that gradual diminishing of pheromone deposition can contribute to allow ants to find the correct orientation when encountering a pheromone trail, especially in the case of relatively short trails (on the order of one to a few meters) as the ones considered here. Thus it could be of interest to carry out more detailed experiments to ascertain whether lengthwise variation in pheromone concentration along the trail plays any role in individual orientation along the trail.

6. Conclusions and future work

6.1. General conclusions

We have presented a mathematical model of ant foraging using a system of PDEs in the mathematical framework of chemotaxis.
We have shown numerically that this system can exhibit spontaneous trail formation in the presence of food sources. The fact that trails are formed by the returning ants is built into our modeling assumptions and as such is not surprising; but we have shown, in addition, that trail formation occurs also in foraging ants, which is not explicitly stated in the model.

Moreover, we have shown through parameter exploration that trail formation in foraging ants is sensitive to parameter values and, more importantly, is correlated with increased food removal efficiency. This allowed us to postulate that chemotactic sensitivity and pheromone degradation rates should also be correlated in a way that can be made precise for particular species of ants, and consequently tested by actual experiments.

Our model allows for the simulation of a whole cycle of food foraging, from ants emerging from a nest onto a foraging ground where food is placed, discovering the food and returning to the nest laying pheromones. Recruitment then takes place, with foraging ants being attracted to the pheromones laid previously by the returning ants. A feedback loop ensues, as more ants reach the food source and return to the nest laying pheromones. Finally, when the food source is exhausted, the trail fades away due to the natural evaporation and diffusion of the pheromone.

Fig. 3. Pheromone concentration (left to right, top to bottom) from $t = 14$ min, in increments of 14 min, up to the final time of 2.8 h. Domain is 200 cm × 200 cm.
Fig. 4. Evolution of food quantity. Horizontal axis in hours.

Table 4
Food removal efficiency as a function of pheromone evaporation rate and chemotactic sensitivity. A star (⋆) indicates the minimum value for each column, and a diamond (⋄) indicates the minimum value for each row.

<table>
<thead>
<tr>
<th>$\chi_u$</th>
<th>0.01</th>
<th>0.1</th>
<th>0.5</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>16.58</td>
<td>10.51</td>
<td>3.67</td>
<td>1.35</td>
<td>1.14</td>
<td>3.16</td>
</tr>
<tr>
<td>500</td>
<td>11.95</td>
<td>7.99</td>
<td>2.56</td>
<td>1.69</td>
<td>3.34</td>
<td>4.93</td>
</tr>
<tr>
<td>160</td>
<td>7.08</td>
<td>4.7</td>
<td>3.22</td>
<td>4.26</td>
<td>5.61</td>
<td>6.14</td>
</tr>
<tr>
<td>80</td>
<td>5.18</td>
<td>4.02</td>
<td>4.59</td>
<td>5.45</td>
<td>6.16</td>
<td>6.41</td>
</tr>
<tr>
<td>40</td>
<td>4.53</td>
<td>4.5</td>
<td>5.6</td>
<td>6.07</td>
<td>6.42</td>
<td>6.55</td>
</tr>
<tr>
<td>20</td>
<td>5.02</td>
<td>5.39</td>
<td>6.15</td>
<td>6.38</td>
<td>6.55</td>
<td>6.61</td>
</tr>
</tbody>
</table>

Fig. 5. Conditions for trail formation in foraging ants. From left to right, $\epsilon = 0.01, 0.1, 0.5, 1, 2.5, 5$. Bottom to top, $\chi_u = 20, 40, 80, 160, 500, 1000$. $\epsilon$ is the pheromone degradation rate, $\chi_u$ is the foraging ants’ chemotactic sensitivity (see Table 2). A star (⋆) indicates simulations where, for fixed $\epsilon$, the food removal efficiency is greatest. A white star indicates simulations where, for fixed $\chi_u$, the food removal efficiency is greatest (see Table 4).
6.2. Limitations and future work

Naturally, it would be very difficult for the model presented here to provide a comprehensive description of the extremely complex dynamics taking place during the whole foraging cycle of ants. One limitation is that we do not attempt to model in detail what happens near the nest and near the food site. In our model, only chemical signals intervene in the ants’ behavior, whereas it is well known that individuals rely on a variety of other sensory and communication input to adjust their behavior.

Another clear limitation is the functional form of the last equation of (3.1), governing the removal of food. Intuitively, it would be more reasonable that each ant reaching the food would consume or carry away a fixed food quantity, rather than a proportion of the available food. As observed in an Section 3.2, this choice was made primarily to ensure mathematical simplicity and facilitate the nondimensionalization procedure. The model can, however, be easily adapted to more realistic food removal models.

Another possible improvement is in the chemotactic transport term for the \( t \)-equation in the system (3.5). Indeed, its present form is not entirely realistic, since the (scalar) ant speed, given by \( \|_{x} \) \( V \) can have large variations, and in particular can theoretically attain very high values. But the actual movement of ants along trails shows little correlation between ant speed and ant density, see John et al. (2009) and Johnson and Rossi (2006). This is coherent with the informal observation that even on dense trails, ants move along at speeds similar to isolated ants, in contrast to, say, vehicles on a road.

Therefore, a different modeling of the transport term could be envisaged to account for this lack of the so-called jammed phase in the flux.

Related to this is the question of the possible unlimited growth of ant density on trails. In the chemotactic literature, it is usual to introduce a term of the form \( u_{\text{max}} - u \) in the transport term, which serves as a limiter for the density: when the density reaches the value \( u_{\text{max}} \), individuals do not move and so density will not increase further. This is called the jammed phase and is usual in the modeling of vehicular or pedestrian traffic. It has been studied, for instance, in Hillen and Painter (2001). We find that such a mechanism is not realistic in the case of ants, since as we pointed out before, no jammed phase is observed (John et al., 2009). Other modeling strategies could be deployed to account for a limitation in density. Remark that the forthcoming results in Alonso et al. (2015) actually give a uniform bound for all time on the density of ants by some constant \( C \). However, \( C \) comes from the mathematical analysis and so is not directly related to physical constraints on the ants’ density.

Additionally, it would be more realistic to introduce a transport term in the foraging ant equation expressing ants’ tendency to stay near the nest, as has been done in other models of animal movement (Lewis and Murray, 1993; Lewis et al., 1997). This may prevent unrealistic situations such as, on the whole \( \mathbb{R}^{2} \), with no food present, the density of foraging ants decreasing to zero everywhere due to the diffusive effect. We omit such a term for the sake of keeping the model as simple as possible.

Finally, as far as we could gather, no experiment has been done to discover exactly what “diffusion law” is obeyed by ants. In this work we use the usual Fickian diffusion since it is the simplest and yields good results in a first approximation. However, it is well known that animal movement may be better approximated by other models of diffusion, usually nonlinear models (see for instance the book Okubo and Levin, 2001). Thus more realistic diffusions could be incorporated in the model.
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Appendix A. Nondimensionalization

Here, we will describe the nondimensionalization procedure used to reduce the system (3.1) to the system (3.5). We will use the notation

\[
\tau = \hat{\tau} \epsilon, \quad x = \hat{x} \alpha, \quad u = \hat{u} \epsilon, \quad v = \hat{v} \epsilon,
\]

and so on, for the changes of variable involved in nondimensionalization. Here, \( \tau \) (say) represents the old variable, \( \epsilon^* \) the new, nondimensional variable, and \( \hat{\epsilon} \) the (dimensional) new scale. Thus, for instance, \( \hat{\epsilon}^* \) is the (new) function defined through

\[
\hat{\epsilon}^* \left( \tau, x \right) = \epsilon^* (\hat{\tau}, \hat{x}).
\]

As is standard procedure, we will formulate the system (3.1) under the new unknowns \( \tau, x, u, \ldots \), and finally remove the \( * \) for convenience. Nondimensionalization therefore consists in a judicious choice of \( \hat{\epsilon}, \hat{x}, \) and so on.

Our nondimensionalization procedure will differ from the usual procedure used often in chemotaxis (Hillen and Painter, 2009, p. 191), in which the time scale is associated with the decay time (or half-life) of the attracting chemical. That would not be convenient in our case since this is a highly variable (and usually very short) quantity (Bossert and Wilson, 1963) and presents problems from the modeling point of view (as described in Section 3.2). Thus we set

\[
\hat{u} = \hat{\epsilon} = u_{\text{ref}}.
\]

so that the density of foraging ants is measured as a proportion to this homogeneous steady state of a uniformly distributed population.

Since the main objective of foraging is the efficient removal of food sources, it seems natural to consider a time scale tied to the rate of food removal by ants. Considering the last equation in (3.1) leads to the choice

\[
\hat{\epsilon} = \frac{1}{\rho u_{\text{ref}}}.
\]

The physical meaning of \( \hat{\epsilon} \) is seen by observing that if the half-life of a food source is measured in the units of system (3.1) as, say, \( t_{0} \) (from our modeling assumptions, i.e., the fourth equation in (3.1), \( t_{0} \) does not depend on the initial food quantity), then assuming constant in space food concentration and foraging ant density of \( u_{\text{ref}} \), the scale will be \( \hat{\epsilon} = t_{0} \ln 2 \) (in the units of \( t_{0} \)).

Thus, the last equation of (3.1) becomes simply

\[
\partial_{\tau} \hat{c} = - \rho \hat{\epsilon} \hat{c}.
\]

Next, choosing

\[
\hat{x} = \sqrt{\frac{\alpha_{u}}{\rho u_{\text{ref}}}} \epsilon, \quad \hat{\epsilon} = \frac{\epsilon}{\gamma}
\]

yields

\[
\partial_{\tau} \hat{\epsilon} = P(x) \hat{\epsilon} - e \hat{\epsilon} + D_{r} \hat{\epsilon}
\]

with

\[
D_{r} = \frac{\alpha_{u}}{\rho u_{\text{ref}}}, \quad e = \frac{\delta}{\rho u_{\text{ref}}}, \quad P(x) = P(\hat{x}).
\]
Proceeding similarly with
\[ D_w = \frac{a_w}{\alpha_w} \quad \chi_w = \frac{\beta_u}{a_u} \quad \lambda = \frac{\chi}{\gamma u_w} \]
\[ \tilde{\varepsilon} = \frac{\gamma u_w}{\alpha_w} \quad \tilde{\alpha} = \frac{\alpha_w}{\beta_w} \quad \tilde{\beta} = \frac{\beta_w}{\gamma u_w} \]
\[ N(x) = \frac{\chi}{\gamma u_w} \Omega(\tilde{x}(x)), \quad M(x) = \frac{\chi}{\gamma u_w} \mathcal{M}(\tilde{x}(x)), \]
gives for the remaining two equations
\[ \partial_t u - \Delta u + \nabla \cdot (u\nabla v) = -u^c + \lambda w - N(x) + M(r)N(x) \]
\[ \partial_t w - D_w \Delta w + \nabla \cdot (w \nabla v^a) = u^c - \lambda w + N(x) \]
As standard practice, we omit the * from all the variables. Collecting the previous equations we obtain the nondimensional system (3.5).

Appendix B. Details of the numerical scheme

In this appendix we describe the numerical method used to integrate the system (3.5)–(3.7). For the spatial discretization, we divide the 2-dimensional computational domain into rectangular cells of sides dx, dy. We use conservative schemes throughout: the Laplacian terms are discretized using standard centered differences, while the advection terms are discretized using a conservative first-order upwind scheme (see Godlewski and Raviart, 1991; Levee, 2002).

The spatial discretization allows us to reduce the system (3.5)–(3.7) to a system of ordinary differential equations, which we integrate in time using a fourth-order Runge-Kutta method for systems (see Burden and Faires, 2001, p. 331). We also used an explicit Euler scheme and compared the results of both methods to validate the results.

The upwind method used is known for its stability in dealing with advection terms. However, being a first order scheme, it introduces some numerical viscosity which tends to smear out results. It would thus be interesting, for future works, to implement a more accurate method, such as the high resolution methods found in Levee (2002).
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