
COLMEA 2019

CJ Struchiner

“Noise”

Noise into signal

Motivation /
Implications

Hands-on
analytical tools

Wrap-up

Causal Inference

Vector Competence:
Population Genomics, Price Decomposition, and

Causal Graphs
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“Evolution is all about turning “bugs” into “features”,
turning “noise” into “signal”, and the fuzzy boundaries
between these categories are not optional; the
opportunistic open-endedness of natural selection
depends on them.
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Interspecies Vectorial Capacity

gene family sizes at the tips of the species tree
due to annotation or assembly errors and is not
sensitive to inclusion or exclusion of taxa affect-
ing the root age of the tree nor to the exclusion
of taxa with the poorest assemblies and gene
sets (fig. S10 and tables S22 and S23). Examples
include expansions of cuticular proteins in An.
arabiensis and neurotransmitter-gated ion chan-
nels in An. albimanus (table S24).
The evolutionary dynamismofAnopheles genes

extends to their architecture. Comparisons of
single-copy orthologs at deeper phylogenetic
depths showed losses of introns at the root of
the true fly order Diptera and revealed con-
tinued losses as the group diversified into the
lineages leading to fruit flies and mosquitoes.
However, anopheline orthologs have sustained
greater intron loss than drosophilids, leading
to a relative paucity of introns in the genes of
extant anophelines (fig. S11 and table S25). Com-
parative analysis also revealed that gene fu-
sion and fission played a substantial role in the
evolution of mosquito genes, with apparent re-
arrangements affecting an average of 10.1% of

all genes in the genomes of the 10 species
with the most contiguous assemblies (fig. S12).
Furthermore, gene boundaries can be flexible;
whole genome alignments identified 325 can-
didates for stop-codon readthrough (fig. S13 and
table S26).
Becausemolecular evolution of protein-coding

sequences is a well-known source of phenotypic
change, we compared evolutionary rates among
different functional categories of anopheline ortho-
logs. We quantified evolutionary divergence in
termsof protein sequence identity of alignedortho-
logs and the dN/dS statistic (ratio of nonsynon-
ymous to synonymous substitutions) computed
using PAML (12, 20). Among curated sets of genes
linked to vectorial capacity or species-specific traits
against a background of functional categories de-
fined by Gene Ontology or InterPro annotations,
odorant and gustatory receptors showhigh evolu-
tionary rates and male accessory gland proteins
exhibit exceptionally high dN/dS ratios (Fig. 3, figs.
S14 and S15, and tables S27 to S29). Rapid diver-
gence in functional categories related to malaria
transmission and/or mosquito control strategies

led us to examine the genomic basis of several
facets of anopheline biology in closer detail.

Insights into mosquito biology and
vectorial capacity

Mosquito reproductive biology evolves rapidly
and presents a compelling target for vector con-
trol. This is exemplified by the An. gambiaemale
accessory gland protein (Acp) cluster on chromo-
some 3R (21, 22), where conservation is mostly
lost outside the An. gambiae species complex
(fig. S16). In Drosophila, male-biased genes such
as Acps tend to evolve faster than loci without
male-biased expression (23–25). We looked for
a similar pattern in anophelines after assessing
each gene for sex-biased expression using micro-
array and RNAseq data sets for An. gambiae (12).
In contrast to Drosophila, female-biased genes
showdramatically faster rates of evolution across
the genus thanmale-biased genes (Wilcoxon rank
sum test, P = 5 × 10−4) (fig. S17).
Differences in reproductive genes among

anophelines may provide insight into the or-
igin and function of sex-related traits. During

SCIENCE sciencemag.org 2 JANUARY 2015 • VOL 347 ISSUE 6217 1258522-3

An. gambiae

An. christyi

An. epiroticus

An. stephensi

An. maculatus

An. culicifacies

An. minimus

An. funestus

An. dirus

An. farauti

An. atroparvus

An. sinensis

An. albimanus

An. darlingi

Culex quinquefasciatus

Aedes aegypti

An. arabiensis

Culicinae

Anophelinae

Cellia

D. melanogaster

D. pseudoobscura
D. mojavensis

Glossina morsitans

10,000 20,0000

Muscomorpha
Drosophilidae

Culicidae

An. merus

An. melas

An. quadri-
annulatus

5,000 15,000

Gene
Orthology

Anophelinae

Culicinae

Culicidae

Diptera

Widespread

Universal

None

Number of Genes:

100 Ma

260 Ma

0.05
s.s.

Molecular
Phylogeny

Nyssorhynchus

Anopheles

Pyretophorus

0.50 1

2R
3R
2L
3L
X

Genome Alignability

30 Ma

gambiae
complex

minor

Vector Status
major

non

Geography

A B C

D

Fig. 1. Geography, vector status, molecular phylogeny, gene orthology,
and genome alignability of the 16 newly sequenced anopheline mosqui-
toes and selected other dipterans. (A) Global geographic distributions of
the 16 sampled anophelines and the previously sequenced An. gambiae and
An. darlingi. Ranges are colored for each species or group of species as shown
in (B), e.g., light blue for An. farauti. (B) The maximum likelihood molecular
phylogeny of all sequenced anophelines and selected dipteran outgroups.
Shapes between branch termini and species names indicate vector status

(rectangles, major vectors; ellipses, minor vectors, triangles, nonvectors) and
are colored according to geographic ranges shown in (A). (C) Bar plots show
total gene counts for each species partitioned according to their orthology
profiles, from ancient genes found across insects to lineage-restricted and
species-specific genes. (D) Heat map illustrating the density (in 2-kb sliding
windows) of whole-genome alignments along the lengths of An. gambiae
chromosomal arms: fromwhite where An. gambiae aligns to no other species
to red where An. gambiae aligns to all the other anophelines.

RESEARCH | RESEARCH ARTICLE

Geography, vector status, molecular phylogeny, gene orthology, and genome alignability of the 16 newly
sequenced anopheline mosquitoes and selected other dipterans.(Neafsey et al., 2015).
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Letter
doi:10.1038/nature24995

Genetic diversity of the African malaria vector 
Anopheles gambiae
The Anopheles gambiae 1000 Genomes Consortium*

The sustainability of malaria control in Africa is threatened by 
the rise of insecticide resistance in Anopheles mosquitoes, which 
transmit the disease1. To gain a deeper understanding of how 
mosquito populations are evolving, here we sequenced the genomes 
of 765 specimens of Anopheles gambiae and Anopheles coluzzii 
sampled from 15 locations across Africa, and identified over 
50 million single nucleotide polymorphisms within the accessible 
genome. These data revealed complex population structure and 
patterns of gene flow, with evidence of ancient expansions, recent 
bottlenecks, and local variation in effective population size. Strong 
signals of recent selection were observed in insecticide-resistance 
genes, with several sweeps spreading over large geographical 
distances and between species. The design of new tools for mosquito 
control using gene-drive systems will need to take account of high 
levels of genetic diversity in natural mosquito populations.

Blood-sucking mosquitoes of the An. gambiae species complex are 
the principal vectors of Plasmodium falciparum malaria in Africa. 
Substantial reductions in malaria morbidity and mortality have been 
achieved by the use of insecticide-based interventions2, but increasing 
levels of insecticide resistance and other adaptive changes in mosquito 
populations threaten to reverse these gains1. A better understanding 
of the molecular, ecological and evolutionary processes driving these 
changes is essential to maximize the active lifespan of existing insec-
ticides, and to accelerate the development of new strategies and tools 
for vector control. The Anopheles gambiae 1000 Genomes Project 
(Ag1000G; http://www.malariagen.net/ag1000g) was established to 
provide a foundation for detailed investigation of mosquito genome 
variation and evolution. Here we report the first phase of the project, 
which analysed 765 wild-caught specimens of An. gambiae sensu stricto 
and An. coluzzii. These two species account for the majority of malaria 
transmission in Africa, and are morphologically indistinguishable and 
often sympatric, but are genetically distinct3,4 and differ in geographical 
range5, larval ecology6, behaviour7 and strategies for surviving the dry 
season8. The specimens were collected at 15 locations across 8 African 
countries, spanning a range of ecologies including rainforest, inland 
savannah and coastal biomes, and thus provide a broad sample in which 
to explore factors shaping mosquito population variation (Extended 
Data Fig. 1; Supplementary Information 1).

Specimens were sequenced using the Illumina HiSeq platform, and 
single nucleotide polymorphisms (SNPs) were identified by alignment 
against the AgamP3 reference genome (Methods; Supplementary 
Information 2). A rigorous evaluation of data quality, including the 
use of experimental genetic crosses to quantify error rates, identified 
genomic regions totalling 141 megabases (Mb; 61% of the reference 
genome) that were accessible for the analysis of population variation 
(Supplementary Information 3; Extended Data Fig. 2). We identified 
52,525,957 high-quality SNPs, of which 21% had three or more alleles, 
an average of one variant allele every 2.2 bases of the accessible genome 
(Fig. 1a). Individual mosquitoes carried between 1.7 and 2.7 million 
variant alleles, with no systematic difference observed between the 
two species (Extended Data Fig. 3a). In most populations, nucleotide 

diversity was 1.5% on average (Extended Data Fig. 3b) and more than 
3% at synonymous coding sites (Extended Data Fig. 3c), confirming 
that these are among the most genetically diverse eukaryotic species9.

High levels of natural diversity have practical implications for the 
development of gene-drive technologies for mosquito control10. 
CRISPR–Cas9 gene drives can be designed to edit a specific gene 
and confer a phenotype such as female sterility, which could suppress  
mosquito populations and thereby reduce disease transmission. 
However, naturally occurring polymorphisms within the approxi-
mately 21-base-pair (bp) Cas9 target site could prevent target recog-
nition, and thus undermine gene-drive efficacy in the field. We found 
viable Cas9 targets in 11,625 protein-coding genes, but only 5,474 
genes remained after excluding target sites with nucleotide variation 
in any of the 765 genomes sequenced here (Extended Data Fig. 3d; 
Supplementary Information 5). Resistance to gene drive could be 
countered by designing constructs that target multiple sites within the 
same gene, and we identified 863 genes that each contain at least 10 
non-overlapping conserved target sites, including 13 putative sterility 
genes10 (Supplementary Information 5.2). However, clearly more 
variants remain to be discovered (Extended Data Fig. 3d), and extensive 
sampling of multiple populations will be needed to inform the design 
of gene drives that are robust to natural genetic variation.

An. gambiae and An. coluzzii have a geographical range that spans 
sub-Saharan Africa and encompasses a variety of ecological settings5. 
Previous studies have found evidence that populations are locally 
adapted, and that migration between populations is limited by both 
geographical distance and major ecological discontinuities, notably the 
Congo Basin tropical rainforest and the East African rift system11–14. As 
a starting point for the analysis of population structure, we constructed 
neighbour-joining trees to explore patterns of genetic similarity 
between individuals (Fig. 1b; Supplementary Information 6.1).  
We observed four contrasting patterns of relatedness, associated with 
different regions of the genome. Within pericentromeric regions of 
chromosomes X, 3 and arm 2R, mosquitoes segregated into two highly 
distinct clades, largely corresponding to the two species as determined 
by conventional molecular diagnostics, consistent with previous studies 
that showed that genome regions of reduced recombination are associ-
ated with stronger differentiation between closely related species15. The 
large chromosomal inversions 2La and 2Rb were each associated with a 
distinct pattern of relatedness, as expected if recombination is reduced 
between inversion karyotypes. In most of the remaining genome, there 
was evidence of clustering by geographical region but not by species. 
There were also some genome regions in which we found unusually 
short genetic distances between individuals from different countries 
and/or species, indicating the influence of recent selective sweeps and 
adaptive gene flow.

To investigate geographical sub-divisions in more detail, we 
focused on euchromatic regions of chromosome 3, which are free 
from polymorphic inversions and regions of reduced recombination 
(Supplementary Information 6). ADMIXTURE models and principal 
component analysis (PCA) supported five major ancestral populations, 

*Lists of participants and their affiliations appear at the end of the paper.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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 The notion that species boundaries can be porous to intro-
gression is increasingly accepted. Charismatic cases, such as 
gene flow between Neanderthals and anatomically modern 
humans (1), or between Heliconius butterflies (2, 3), show 
that introgression can transfer beneficial alleles between 
closely related species. Yet the broader role of introgression 
in evolution remains contentious and poorly documented, 

partly due to the challenges in-
volved in accurately identifying 
introgression in the very groups 
where it is most likely to occur. 
Recently diverged species often 
have incomplete reproductive 
barriers, hence may hybridize in 
sympatry. However, another fea-
ture of rapid radiations is that 
ancestral polymorphism predat-
ing lineage splitting may be sort-
ed stochastically among 
descendant lineages in a process 
known as incomplete lineage 
sorting (ILS). Alleles shared 
through ILS can be difficult to 
distinguish from those shared 
through secondary contact and 
introgression. Newly developed 
methods can differentiate these 
two processes (1, 4), but only if 
the correct species branching 
order is known. Because both 
introgression and ILS cause dis-
cordance between gene trees and 
the species tree, inference of the 
correct species phylogeny (i.e., 
the historical branching order of 
the taxa) is notoriously challeng-
ing for recent radiations (5–7). 

Since the discovery that the 
single mosquito taxon described 
in 1902 as Anopheles gambiae (8) 
was actually a complex of several 
closely related and morphologi-
cally indistinguishable sibling 
species (known as the An. gam-
biae complex) (9), the correct 
species branching order has re-
mained controversial and unre-
solved. This Afrotropical 
complex (10–13) contains three 
widely distributed and extensive-
ly sympatric species that rank 
among the world’s most im-
portant vectors of human malar-
ia owing to their association 
with humans (An. gambiae sensu 

stricto, its closest relative and sister species, Anopheles 
coluzzii, and Anopheles arabiensis) (Fig. 1A). Anopheles 
merus and Anopheles melas, salt-tolerant species that breed 
in brackish coastal waters of eastern and western Africa, 
respectively, are minor vectors. Anopheles quadriannulatus 
plays no role in malaria transmission despite vector compe-
tence for Plasmodium falciparum, as it tends to bite ani-

Extensive introgression in a malaria 
vector species complex revealed by 
phylogenomics 
Michael C. Fontaine,1,2*† James B. Pease,3* Aaron Steele,4 Robert 
M. Waterhouse,5,6,7,8 Daniel E. Neafsey,6 Igor V. Sharakhov,9,10 
Xiaofang Jiang,10 Andrew B. Hall,10 Flaminia Catteruccia,11,12 
Evdoxia Kakani,11,12 Sara N. Mitchell,11 Yi-Chieh Wu,5 Hilary A. 
Smith,1,2 R. Rebecca Love,1,2 Mara K. Lawniczak,13‡ Michel A. 
Slotman,14 Scott J. Emrich,2,4 Matthew W. Hahn,3,15§ Nora J. 
Besansky1,2§ 
1Department of Biological Sciences, University of Notre Dame, Notre Dame, IN 46556, USA. 2Eck Institute for Global 
Health, University of Notre Dame, Notre Dame, IN 46556, USA. 3Department of Biology, Indiana University, Bloomington, 
IN 47405, USA. 4Department of Computer Science and Engineering, University of Notre Dame, Notre Dame, IN 46556, 
USA. 5Computer Science and Artificial Intelligence Laboratory, Massachusetts Institute of Technology, 32 Vassar Street, 
Cambridge, MA 02139, USA. 6The Broad Institute of MIT and Harvard, 415 Main Street, Cambridge, MA 02142, USA. 
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Geneva, Switzerland. 8Swiss Institute of Bioinformatics, rue Michel-Servet 1, 1211 Geneva, Switzerland. 9Department of 
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*These authors contributed equally to this work. 

†Present address: Centre for Ecological and Evolutionary Studies (MarECon group), University of Groningen, Nijenborgh 7, 
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‡Present address: Wellcome Trust Sanger Institute, Hinxton, Cambridge CB10 1SA, UK. 

*Corresponding author. E-mail: mwh@indiana.edu (M.W.H.); nbesansk@nd.edu (N.J.B.) 

Introgressive hybridization is now recognized as a widespread 
phenomenon, but its role in evolution remains contested. Here we use 
newly available reference genome assemblies to investigate phylogenetic 
relationships and introgression in a medically important group of 
Afrotropical mosquito sibling species. We have identified the correct 
species branching order to resolve a contentious phylogeny and show that 
lineages leading to the principal vectors of human malaria were among the 
first to split. Pervasive autosomal introgression between these malaria 
vectors means that only a small fraction of the genome, mainly on the X 
chromosome, has not crossed species boundaries. Our results suggest that 
traits enhancing vectorial capacity may be gained through interspecific 
gene flow, including between nonsister species. 

/ www.sciencemag.org/content/early/recent / 27 November 2014 / Page 1 / 10.1126/science.1258524 
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MOSQUITO GENOMICS

Highly evolvable malaria vectors: The
genomes of 16 Anophelesmosquitoes
Daniel E. Neafsey,1*† Robert M. Waterhouse,2,3,4,5* Mohammad R. Abai,6

Sergey S. Aganezov,7 Max A. Alekseyev,7 James E. Allen,8 James Amon,9 Bruno Arcà,10

Peter Arensburger,11 Gleb Artemov,12 Lauren A. Assour,13 Hamidreza Basseri,6

Aaron Berlin,1 Bruce W. Birren,1 Stephanie A. Blandin,14,15 Andrew I. Brockman,16

Thomas R. Burkot,17 Austin Burt,18 Clara S. Chan,2,3 Cedric Chauve,19 Joanna C. Chiu,20

Mikkel Christensen,8 Carlo Costantini,21 Victoria L. M. Davidson,22 Elena Deligianni,23

Tania Dottorini,16 Vicky Dritsou,24 Stacey B. Gabriel,25 Wamdaogo M. Guelbeogo,26

Andrew B. Hall,27 Mira V. Han,28 Thaung Hlaing,29 Daniel S. T. Hughes,8,30

Adam M. Jenkins,31 Xiaofang Jiang,32,27 Irwin Jungreis,2,3 Evdoxia G. Kakani,33,34

Maryam Kamali,35 Petri Kemppainen,36 Ryan C. Kennedy,37 Ioannis K. Kirmitzoglou,16,38

Lizette L. Koekemoer,39 Njoroge Laban,40 Nicholas Langridge,8 Mara K. N. Lawniczak,16

Manolis Lirakis,41 Neil F. Lobo,42 Ernesto Lowy,8 Robert M. MacCallum,16

Chunhong Mao,43 Gareth Maslen,8 Charles Mbogo,44 Jenny McCarthy,11 Kristin Michel,22

Sara N. Mitchell,33 Wendy Moore,45 Katherine A. Murphy,20 Anastasia N. Naumenko,35

Tony Nolan,16 Eva M. Novoa,2,3 Samantha O’Loughlin,18 Chioma Oringanje,45

Mohammad A. Oshaghi,6 Nazzy Pakpour,46 Philippos A. Papathanos,16,24

Ashley N. Peery,35 Michael Povelones,47 Anil Prakash,48 David P. Price,49,50

Ashok Rajaraman,19 Lisa J. Reimer,51 David C. Rinker,52 Antonis Rokas,52,53

Tanya L. Russell,17 N’Fale Sagnon,26 Maria V. Sharakhova,35 Terrance Shea,1

Felipe A. Simão,4,5 Frederic Simard,21 Michel A. Slotman,54 Pradya Somboon,55

Vladimir Stegniy,12 Claudio J. Struchiner,56,57 Gregg W. C. Thomas,58 Marta Tojo,59

Pantelis Topalis,23 José M. C. Tubio,60 Maria F. Unger,42 John Vontas,41

Catherine Walton,36 Craig S. Wilding,61 Judith H. Willis,62 Yi-Chieh Wu,2,3,63

Guiyun Yan,64 Evgeny M. Zdobnov,4,5 Xiaofan Zhou,53 Flaminia Catteruccia,33,34

George K. Christophides,16 Frank H. Collins,42 Robert S. Cornman,62 Andrea Crisanti,16,24

Martin J. Donnelly,51,65 Scott J. Emrich,13 Michael C. Fontaine,42,66 William Gelbart,67

Matthew W. Hahn,68,58 Immo A. Hansen,49,50 Paul I. Howell,69 Fotis C. Kafatos,16

Manolis Kellis,2,3 Daniel Lawson,8 Christos Louis,41,23,24 Shirley Luckhart,46

Marc A. T. Muskavitch,31,70 José M. Ribeiro,71 Michael A. Riehle,45 Igor V. Sharakhov,35,27

Zhijian Tu,27,32 Laurence J. Zwiebel,72 Nora J. Besansky42†

Variation in vectorial capacity for human malaria among Anopheles mosquito species is
determined by many factors, including behavior, immunity, and life history. To investigate
the genomic basis of vectorial capacity and explore new avenues for vector control, we
sequenced the genomes of 16 anopheline mosquito species from diverse locations
spanning ~100 million years of evolution. Comparative analyses show faster rates of gene
gain and loss, elevated gene shuffling on the X chromosome, and more intron losses,
relative to Drosophila. Some determinants of vectorial capacity, such as chemosensory
genes, do not show elevated turnover but instead diversify through protein-sequence
changes. This dynamism of anopheline genes and genomes may contribute to their flexible
capacity to take advantage of new ecological niches, including adapting to humans as
primary hosts.

M
alaria is a complex disease, mediated by
obligate eukaryotic parasites with a life
cycle requiring adaption to both verte-
brate hosts and mosquito vectors. These
relationships create a rich coevolution-

ary triangle. Just as Plasmodium parasites have
adapted to their diverse hosts and vectors, infec-
tion by Plasmodium parasites has reciprocally in-
duced adaptive evolutionary responses in humans
and other vertebrates (1) and has also influenced

mosquito evolution (2). Human malaria is trans-
mitted only bymosquitoes in the genus Anopheles,
but not all species within the genus, or even all
members of each vector species, are efficient
malaria vectors. This suggests an underlying
genetic/genomic plasticity that results in varia-
tion of key traits determining vectorial capacity
within the genus.
In all, five species of Plasmodium have adapted

to infect humans and are transmitted by ~60 of

the 450 known species of anopheline mosqui-
toes (3). Sequencing the genome of Anopheles
gambiae, the most important malaria vector in
sub-Saharan Africa, has offered numerous in-
sights into how that species became highly spe-
cialized to live among and feed upon humans
and how susceptibility to mosquito control strat-
egies is determined (4). Until very recently (5–7),
similar genomic resources have not existed for
other anophelines, limiting comparisons to in-
dividual genes or sets of genomic markers with
no genome-wide data to investigate attributes as-
sociated with vectorial capacity across the genus.
Thus, we sequenced and assembled the ge-

nomes and transcriptomes of 16 anophelines
from Africa, Asia, Europe, and Latin America.
We chose these 16 species to represent a range
of evolutionary distances from An. gambiae, a
variety of geographic locations and ecological
conditions, and varying degrees of vectorial
capacity (8) (Fig. 1, A and B). For example, An.
quadriannulatus, although extremely closely
related to An. gambiae, feeds preferentially on
bovines rather than humans, limiting its poten-
tial to transmit human malaria. An. merus, An.
melas, An. farauti, and An. albimanus females
can lay eggs in salty or brackish water, instead
of the freshwater sites required by other species.
With a focus on species most closely related to
An. gambiae (9), the sampled anophelines span
the three main subgenera that shared a common
ancestor ~100 million years ago (Ma) (10).

Materials and methods summary

Genomic DNA and whole-body RNA were ob-
tained from laboratory colonies and wild-caught
specimens (tables S1 and S2), with samples for
nine species procured from newly established
isofemale colonies to reduce heterozygosity.
Illumina sequencing libraries spanning a range
of insert sizes were constructed, with ~100-fold
paired-end 101–base pair (bp) coverage gener-
ated for small (180 bp) and medium (1.5 kb) in-
sert libraries and lower coverage for large (38 kb)
insert libraries (table S3). DNA template for the
small and medium input libraries was sourced
from single femalemosquitoes from each species
to further reduce heterozygosity. High-molecular-
weight DNA template for each large insert li-
brary was derived from pooled DNA obtained
from several hundred mosquitoes. ALLPATHS-LG
(11) genome assemblies were produced using the
“haploidify” option to reduce haplotype assem-
blies caused by high heterozygosity. Assembly
quality reflectedDNA template quality and homo-
zygosity, with a mean scaffold N50 of 3.6 Mb,
ranging to 18.1 Mb for An. albimanus (table S4).
Despite variation in contiguity, the assemblies were
remarkably complete and searches for arthropod-
wide single-copy orthologs generally revealed
few missing genes (fig. S1) (12).
Genome annotation with MAKER (13) sup-

ported with RNA sequencing (RNAseq) of tran-
scriptomes (produced from pooled male and
female larvae, pupae, and adults) (table S5) and
comprehensive noncoding RNA gene prediction
(fig. S2) yielded relatively complete gene sets

RESEARCH
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Comparative analyses show:

I faster rates of gene gain and loss
I elevated gene shuffling on the X chromosome
I more intron losses, relative to Drosophila
I chemosensory genes, do not show elevated turnover

but instead diversify through protein-sequence
changes.

This dynamism of anopheline genes and genomes may
contribute to their flexible capacity to take advantage of
new ecological niches, including adapting to humans as
primary hosts.
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Competence is a Variable Trait

Why is this trait so variable?
I differences in mosquito physiology, molecular

biology, and/or behavior
I differences in the environment and the climate
I differences in host and parasite physiology,

molecular biology, and/or behavior
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Vector Competence as a Phenotype

Vector
Competence





hemophagy
anthropophily
immune diversity
exflagelation
midgut penetration
salivary gland

quadrimaculatus close to gambiae but shows no
athropophilic behavior; competent if
artificially fed; long lasting

farauti everything ok but does not live long enough
darlingi new world; distance to gambiae = man to

rat; reasonable vector; contact with parasite
500 yrs ago
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Vectorial Capacity B.G.
I Garrett-Jones, 1964: Vectorial capacity is the

expected number of humans infected per infected
human, per day; parameters that have to do with
mosquitoes

C =
ma2be−µn

µ

I Ross-MacDonald

dx(t)
dt

= maby(t)(1− x(t))− rx(t)

dy(t)
dt

= ax(t)(1− y(t))− µy(t)

I Basic reproductive number (threshold condition)

R0 =
ma2bce−µn

µr
=

C × c
r
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(26 ). Thus, the linkage between H603 and
resistance was due to linkage between two
freely segregating loci and not due to disequi-
librium by suppression of recombination
within a polymorphic inversion.

Outbred animal populations have been
used previously for fine mapping of traits
(27, 28), but rarely for initial gene discovery
by genome scan in field populations (29).

The novelty of the current study design lies in
the mass mating step used to produce the F2

generation. We chose the F2 study design
because it offers a large sample size. Al-
though mass mating among F1 mosquitoes
leads to loss of some inheritance information
(such as paternal relationships), phenotypic
effect and marker informativeness were suf-
ficiently large to help us identify genomic
regions with a strong influence on vector-
parasite interaction. We demonstrate that
field populations of A. gambiae exhibit sig-
nificant variation in permissiveness for para-
site development, and we point to two
genomic regions that affect this trait.

It is likely that there are other such resis-
tance loci, and the strategy we present can be
used to more extensively screen natural mos-
quito populations. By implementation of a
modified protocol to maintain pedigrees be-
yond the initial genome scan of the F2 gen-
eration, segregating resistance alleles could
be mapped at high resolution and positional
candidates could be identified. Extant pedi-
grees would also permit characterization of
the mechanisms of resistance. In the current
work, we detected resistance as a reduction in
oocyst number 8 days after a blood meal.
This is an aggregate phenotype that summa-
rizes all preceding events in parasite devel-
opment, and it is likely that different resis-
tance alleles cause developmental blockades
at different critical points. It is also possible
that some resistance mechanisms may inter-
act or synergize with human host factors such
as transmission-blocking antibodies or cyto-
kines in the infecting blood meal.

It would be of interest to identify the
molecular nature of these resistance loci,
which are probably rapidly evolving compo-
nents of the genome that define the points of
greatest adaptive friction between parasite
virulence factors and the mosquito host. In
plants, most genetically identified resistance
genes are pattern-recognition receptors for
pathogen virulence factors (30, 31), but com-
parable information is lacking in mosquitoes.
Continued parasite transmission by a vector
with a high frequency of segregating resis-
tance factors suggests that the parasite has
made adaptive responses to mosquito resis-
tance, perhaps by evolving multigenic and/or
polymorphic virulence factors for the insect
stages of the life cycle analogous to those
found in asexual-stage parasites (32). Viru-
lence in the mosquito host is under parasite
genetic control (33), but specific virulence
factors are not known.

Malaria-infected mosquitoes in nature typi-
cally carry fewer than 10 oocysts (18, 34). Far
higher parasite intensities can be achieved in
laboratory infections of mosquitoes, particular-
ly when genetically selected susceptible lines
are used (7, 8). Natural resistance alleles that
limit parasite development in the vector, such as

those described here, may prove to be an im-
portant factor underlying the small numbers of
oocysts observed in wild infected mosquitoes.
Genetic studies in the field as well as in the
laboratory will be needed to elucidate the mech-
anisms that can limit the propagation of P.
falciparum in A. gambiae and their respective
importance for natural transmission of the dis-
ease.
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Fig. 1. Infection phenotype of wild A. gambiae
pedigrees with natural P. falciparum. Histo-
grams show the infection phenotype of F2
isofemale families by microsatellite marker ge-
notype. Green bars show phenotypic distribu-
tions for the genotype indicated in the panel.
Open bars show the overall phenotypic distri-
bution for all phenotypes of the family com-
bined. (A) Family 98BF214. Green bars show
the phenotype for the indicated genotype at
marker H603. Mean oocyst number per mos-
quito for genotype 1-1 (n � 6) is 0.17 oocyst;
for genotype 1-2 (n � 44), 9.9 oocysts; for
genotype 2-2 (n � 33), 50.6 oocysts. (B) Family
97F2B4A5. Green bars show the phenotype for
genotype 2-4 (n � 8) at marker H290. This
family has seven other genotypes (Table 1).
Mean oocyst number per mosquito for geno-
type 2-4 (n � 8) is 8.0 oocysts; for all other
genotypes (n � 74), it is 28.6 oocysts. In all
panels, the width of the bars represents a range
of eight counts per bin. The first bar is centered
on 0 and has an effective width of 0 to 3
oocysts. The second bar includes the bin from 4
to 11 oocysts, and subsequent bins follow the
same pattern.
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Infection phenotype of wild A. gambiae pedigrees with natural
P. falciparum. (Niaré et al., 2002)



COLMEA 2019

CJ Struchiner

“Noise”

Noise into signal

Motivation /
Implications
GMM

Mosquito “Vaccines”:
Wolbachia

Hands-on
analytical tools

Wrap-up

Causal Inference

Genetically Modified Mosquitoes

causing instability of the inserted sequence. If this were the

case, stabilisation of the inserted sequences would come

about by loss or damage of the element’s inverted repeats.

The mariner transposable element has also been success-

fully used for the transformation of A. aegypti. However,

transformation rates were not as high (,4–6%) (Coates et

al., 1998; Moreira et al., 2000) as for Hermes (4% to 12%)

(Jasinskiene et al., 1998; Pinkerton et al., 2000; Moreira et

al., 2000; Allen et al., 2001). Integration of plasmid flanking

sequences was also detected in mosquitoes transformed by

mariner (Coates et al., 1998). A Minos-construct trans-

formed Anopheles stephensi efficiently (,10%; Catteruccia

et al., 2000a) but flanking plasmid sequences were detected

when used to transfect A. gambiae cell lines (Catteruccia et

al., 2000b). Alternatively, the piggyBac element appears to

have many desirable advantages. It has high transformation

rates (up to 60% in Coleoptera; Berghammer et al., 1999; 5–

10% for A. aegypti; Kokoza et al., 2001a; 3.5–6.5% for A.

stephensi; Ito et al., 2002 and data not shown) and seems to

integrate precisely (Grossman et al., 2000, 2001; Kokoza et

al., 2001a; Nolan et al., 2002).

4. Selection of markers for transformation

Initial attempts to transform mosquitoes used insecticide

and antibiotic resistance genes as markers (Miller et al.,

1987; McGrane et al., 1988; Morris et al., 1989). This

approach turned out to be problematic because of the difficulty

of discriminating transformed from non-transformed larvae.

Drug concentrations that kill 100% of the non-transformed

larvae and allow the survival of every transformed larva

were difficult to determine and resulted in the selection of

too many false-positives. The use of genes that correct a muta-

tion of an eye colour gene proved to be far superior and

successful. A major breakthrough in the early days of Droso-

phila transformation was the discovery that the Drosophila

cinnabar gene encoding the kynurenine hydroxylase could

rescue the A. aegypti white-eye colour mutation (Cornel et

al., 1997). Using this eye colour marker Coates et al. (1998,

1999) and Jasinskiene et al. (1998) first reported the stable

transformation of A. aegypti using Hermes and mariner trans-

posable elements. Although effective, this strategy has the

disadvantage that it can only be used with organisms for

L.A. Moreira et al. / International Journal for Parasitology 32 (2002) 1599–1605 1601

Fig. 1. Pattern of green fluorescent protein (GFP) expression in transgenic Anopheles stephensi mosquitoes transformed with a piggyBac vector (Horn et al.,

2000). The GFP gene was under the control of the eye-specific 3XP3 promoter. (A) Two larvae: transgenic (bottom) and non-transgenic (top). GFP is visible in

the ocelli and salivary glands of the transgenic larva. (B) Transgenic pupa. Note GFP fluorescence in some of the eye ommatidia. (C) Eyes of a non-transgenic

(left) and transgenic (right) mosquito. Note that while all eye ommatidia of the transgenic mosquito express GFP, the pattern of fluorescence depends on the

angle of incident light.

Pattern of green fluorescent protein (GFP) expression in transgenic Anopheles stephensi mosquitoes
transformed with a piggyBac vector (Horn et al., 2000). The GFP gene was under the control of the
eye-specific 3XP3 promoter. (A) Two larvae: transgenic (bottom) and non-transgenic (top). GFP is visible
in the ocelli and salivary glands of the transgenic larva. (B) Transgenic pupa. Note GFP fluorescence in
some of the eye ommatidia. (C) Eyes of a non-transgenic (left) and transgenic (right) mosquito. Note that
while all eye ommatidia of the transgenic mosquito express GFP, the pattern of fluorescence depends on
the angle of incident light (Moreira et al., 2002)
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Cytoplasmic Incompatibility
CIFULL.gif (GIF Image, 969x611 pixels) http://www.rochester.edu/college/bio/labs/WerrenLab/WerrenLab-Wolba...

1 of 1 11/4/2011 5:16 PM

Cytoplasmic incompatibility caused by maternally inherited
Wolbachia bacteria in arthropods. In diploids, the offspring of
crosses between uninfected mothers and infected fathers die
early in development. All other crosses are compatible (Werren
Lab).
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with a good fit to the data has not yet been resolved (Loewe
et al. 2006; Loewe and Charlesworth 2006; Eyre-Walker and
Keightley 2007; Keightley and Eyre-Walker 2010; Tamuri et al.
2012; Kousathanas and Keightley 2013; Lanfear et al. 2014).
One procedure to estimate the DFE is by comparing the levels
of synonymous and nonsynonymous variability across species
with very different Ne’s. The extent to which the levels of non-
synonymous variability differ compared to the corresponding
difference in the levels of synonymous variability (assumed to
evolve neutrally), reflects the nature of the DFE on nonsynon-
ymous variants (Loewe et al. 2006; Haddrill et al. 2010). The
results of these and other studies in Drosophila, with Ne in the
millions, suggest a wide and highly skewed DFE toward
weakly and strongly deleterious variants with values of the
strength of selection, Nes, ranging from 1–10 (Sawyer et al.
2003), �12 (Keightley et al. 2016), �40 (Andolfatto 2007),
350–3500 (Eyre-Walker 2006, reanalyzing Andolfatto’s 2005
data), �2000 (Li and Stephan 2006; Jensen et al. 2008), to
�10,000 (Macpherson et al. 2007). These disparate estima-
tions are in part due to several assumptions made by the dif-
ferent methods, such that advantageous mutations are weakly
selected (Sawyer et al. 2003), or that the correlation between
diversity and recombination rate is solely due to genetic hitch-
hiking (Eyre-Walker 2006, reanalyzing Andolfatto’s 2005
data). In other cases, the differences are due to subtler differ-
ences in the methodology used, such as the size of the geno-
mic windows considered in the analyses (Andolfatto 2007;
Macpherson et al. 2007), or themisassignment of the ancestral

state in the unfolded site frequency spectrum (SFS)
(Keightley et al. 2016). Interestingly, Sattath et al.
(2011) reveal a substantial variation in the fitness effects
of adaptive amino acid substitutions in Drosophila.
According to their model, a minority of amino acid sub-
stitutions appears to have had large selective effects and
account for most of the reduction in diversity, while the
majority of amino acid substitutions are only weakly se-
lected. This finding might also account for the disparate
estimates of the strength of selection published for this
species.

The rate of molecular evolution (K) is the speed at which
genome changes are incorporated (fixed) in a given species in
each generation. If genome divergence is the final evolution-
ary consequence of the molecular population dynamics, then
K informs about the rhythm at which species diverge through
their evolutionary time (Figure 3). K is the fixation rate
averaged over all mutations entering the population. Specif-
ically, mutations enter the population at a rate 2Nem (the
mutation rate m is per site per generation, and in a diploid
population there are 2Ne potential chromosomes to mutate)
(Figure 3C). Each of these new mutations have a given selec-
tion coefficient s that is determined by its fitness effect on the
individual (DFE, Figure 3A), and all mutations with this s,
f ðsÞ; appearing in a population of sizeNe, have a probability of
fixation uðNe; sÞ (thus contributing to the divergence between
species) (Kimura 1957; Figure 3B). s potentially ranges
from 2N to +N (sometimes scaled from 21 to 1), so the

Figure 3 Molecular evolutionary rate (K) as a function of (A) the DFE, (B) the probability of fixation of new mutations entering the population, and (C)
the rate at which new mutations enter the population per site per generation (see text for details). Different selection coefficients of mutations
are colored in a gradient from maroon (strongly deleterious), red (slightly deleterious), gray (neutral), light green (slightly advantageous), and dark
green (advantageous).

Molecular Population Genetics 1015

Molecular evolutionary rate (K) as a function of (A) the DFE, (B) the probability of fixation of new
mutations entering the population, and (C) the rate at which new mutations enter the population per site
per generation. Different selection coefficients of mutations are colored in a gradient from maroon
(strongly deleterious), red (slightly deleterious), gray (neutral), light green (slightly advantageous), and
dark green (advantageous). (Casillas and Barbadilla, 2017)
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Figure 1. Strategies for detection of the genome-wide selection signatures in table 1. Consider a small gene region that displays
SNP variation at 17 adjacent sites (vertical columns in all panels). (a) Eight individuals in species 1 (human) carry alternative
white and green alleles (synonymous variants) and also a codon-altering non-synonymous allele (red and white). A related
species (chimpanzee), examined at the same SNP sites, displays a divergence pattern from the index (human species); positive

selection of one SNP allele alters the random distribution pattern when examining non-synonymous alleles only (red and
white). Graphs on right plot departure of genome-wide average for parameter (measured by the seven selection tests described
in table 1). (a) Comparing sequence divergence between species (table 1, I–III). Gene regions with past actions of selection
show an altered sequence organization that can be revealed by comparing changes between homologous sequences by three
different approaches. (I) Phylogenetic shadowing: comparing divergence of orthologous sequences across the genome. The

genome segments with low divergence between species compared with the genome-wide averages can indicate purifying selec-
tion or positive selection. (II) Increased function-altering mutation rates: comparing the ratio of non-synonymous (dN: left
panel; changes indicated in red) to synonymous changes (dS: right panel; changes in green). This comparison could be accom-
plished by (i) comparing the dN/dS ratio between the candidate gene of interest and the genome-wide average for other genes
and (ii) comparing diversity with divergence ratio for dN versus dS for homologous sequences. (III) Interspecies divergence

versus intraspecies polymorphism: comparing intraspecific divergence (e.g. between chimpanzee and human) with inter-
specific polymorphism (within the human species). Selection decreases variation within an affected species (dark orange),
and the scope of this decrease can be assessed by contrasting with divergence between species sequences (light orange)
unaffected by the species-specific adaptation. (b) Comparing sequence variation patterns within a species (table 1,
IV–VIII). Positive selection results in an elevated frequency of haplotypes carrying the advantageous allele at the expense of

the others in the process called ‘selective sweep’ (Maynard Smith & Haigh 1974), followed by the gradual incorporation
of derived variation seen as a skewed ‘frequency spectrum’. These signatures can all be revealed by comparing sequences
within or between populations of the same species. Five tests (described in table 1) include: (IV) Local reduction in genetic
variation: comparison of levels of polymorphism in and around the selected locus to the estimated neutral expectation or to the

genome-wide averages (left panel; ancestral alleles are in blue or light blue). (V) Changes in the shape of the frequency dis-
tribution: identifying an excess of derived alleles, low-frequency polymorphic sites or singletons. Generations after the
selective sweep, new (derived) mutations (yellow) are slowly introduced back into the recently selected region, and most
appear at low frequencies expected under mutation/drift equilibrium, resulting in a skewed frequency distribution

(Caption continued opposite.)

188 T. K. Oleksyk et al. Review. Genome-wide scans for selection

Phil. Trans. R. Soc. B (2010)

 on December 16, 2009rstb.royalsocietypublishing.orgDownloaded from 

Strategies for detection of the genome-wide selection signatures. SNP variation: white and green alleles
(synonymous variants) and also a codon-altering non-synonymous allele (red and white) (Oleksyk, 2009).
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informative view of a genome, perhaps, is as an axis along
which statistics such as AFS and FST are continuously distrib-
uted variables (fig. 2B–2D). A critical feature of these geno-
mic distributions is their spatial autocorrelation—correlation
among measurements at neighboring genomic regions—
reflecting LD among neighboring loci (Hahn 2006). The degree
to which this autocorrelation itself changes along the genome
is the result of selection and recombination, as well as other
evolutionary forces. Inferring the evolutionary history of any
single locus is complicated by the influence of its genomic

neighbors. However, this genomic structure also opens the
door to new tests of selection based specifically on statistics
describing the local extent of LD, such as the integrated hap-
lotype score (Voight et al. 2006) or cross-population ex-
tended haplotype homozygosity (Sabeti et al. 2007; see box
1). In certain biological situations, these tests are, in fact, the
most powerful at detecting selection.

A useful conceptual approach in population genetics for
connecting a range of demographic and evolutionary pro-
cesses to patterns of genetic variation at single loci, especially

Fig. 2 A population genomics perspective. A, Traditional population genetics takes data on alleles (colored bars), grouped within individuals

(solid boxes) and populations (dashed boxes), and calculates summary statistics to make inferences about evolution, such as nucleotide diversity
(p) and population differentiation (FST). B, Population genomics takes data on haplotypes within a population and calculates summary statistics

as continuous variables along the length of the genome, such as p and allele frequency spectrum (Tajima’s D). The impact of different types of

evolutionary processes leave different signatures in these distributions: i, hard selective sweep; ii, region linked to hard sweep; iii, neutral
expectation; iv, balancing selection; v, neutral expectation; vi, soft sweep. C, The coalescent structure of ancestral relationships among alleles

within a population also reflects these processes along the genome. D, Given these genomic processes within a population, statistics comparing

genetic variation across populations, such as FST, can also indicate genomic patterns of selection. E, Collapsing the genomic distribution of

a statistic into a frequency distribution provides an estimate of the genomewide average, allowing identification of statistically significant outliers
(shaded regions).

1061HOHENLOHE ET AL.—POPULATION GENOMICS TO DETECT SELECTION

A, Traditional population genetics (individuals within populations); B, summary statistics as continuous
variables along the length of the genome, such as π (nucleotide diversity) and allele frequency spectrum

(Tajima’s D); Signature of evolutionary processes: i , hard selective sweep; ii , region linked to hard

sweep; iii , neutral expectation; iv , balancing selection; v , neutral expectation; vi , soft sweep. C,
The coalescent structure. D, statistics comparing genetic variation across populations, such as FST. E,
Collapsing the genomic distribution of a statistic (Hohenlohe, 2010).
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There are two main advantages of SnIPRE over MK and

MKprf, which we highlight here. The first is that it can reliably

identify genes under weak and strong negative as well as positive

selection without needing to specify a population genetic model a

priori. Nonetheless, because it ‘‘borrows information’’ from the

rest of the genome regarding the average and variance in

polymorphism to divergence, it outperforms the one-at-time MK

test. This gain in power is attributable to SnIPRE’s use of a

‘‘James-Stein’’ class of estimator. The second advantage is that if

one is willing to assume a particular population genetic model, it is

possible to view the SnIPRE parameters as a re-parameterization

of the population genetic model. With these additional assump-

tions, we can extend our inference beyond idenfication of genes

that are not evolving according to the neutral theory, to

quantification of strength and directionality of the selection forces.

In this paper we will develop the model and the interpretation of

its terms, and then describe how that model can be fit in both the

empirical Bayes (SnIPRE) and fully Bayesian (B SnIPRE) settings.

We also show how this model is robust to demographic history and

recombination using standard coalescent simulations. Further-

more, we demonstrate how the Poisson Random Field estimates of

average selection intensity, species-split time, mutation rate, and

degree of selective constraint at the locus can be ‘‘extracted’’

directly from the SnIPRE estimates. We then compare the

SnIPRE methods to the MK statistic and MKprf methods in

detecting and estimating selection and other population param-

eters in simulations, and apply SnIPRE to data from a Drosophila

comparison and human-chimp comparison.

The MK statistic
Because SnIPRE works by picking up on the same type of

signature of selection as the MK statistic, we will start with a

review of this method and the theory behind it. While most

techniques to identify loci under selection require assumptions

about demography (particularly constant population size and no

substructure), the MK statistic does not. Like the HKA statistic, it

works by comparing divergence information between inferred

neutral sites (such as synonymous sites in a protein-coding gene)

and sites potentially under selection (such as non-synonymous sites

at the same gene). Strictly speaking, the test is a test of the neutral

protein evolution hypothesis which states that the vast majority of

evolutionary changes at the molecular level are caused by random

drift of selectively neutral mutants (not affecting fitness) [14].

Although very tempting, the test itself does not allow for inference

about the type of selection (negative, positive, or balancing). For

example, as noted in original paper, negative selection in recently

expanding populations may appear as positive selection. Thus,

without additional assumptions on population dynamics the

direction cannot be inferred. There have been notable extensions

to the MK test, including using non-coding sites whereby

upstream regions of a gene are compared to neighboring introns

or synonymous sites [15]. Another extension is the estimator a,

[16] which estimates the the proportion of amino-acid substititutes

which are driven by adaptive selection. These extensions, and the

additional set of assumptions they require, are not considered here.

In its traditional form the MK table consists of counts for four

categories of mutations which occur in the coding region of a gene:

polymorphic synonymous, divergent synonymous, polymorphic

non-synonymous, and divergent non-synonymous, see Table 1. A

mutation that occurs in every individual in the sample from one

species is considered divergent, otherwise considered polymorphic.

A mutation that occurs where it changes the amino acid produced

is considered non-synonymous, otherwise considered synonymous.

If the mutations are neutral, one would expect the ratio of

polymorphic synonymous (PS) to divergent synonymous (DS)

mutations to be the same as the ratio of polymorphic non-

synonymous (PN) to divergent non-synonymous (DN) mutations,

PS=DS&PN=DN. If this is not true, then we are seeing either an

excess of DN mutations, or shortage DN mutations. Intuitively, it

makes sense to consider an excess of DN as evidence supporting

positive selection as it appears that mutations that change the

amino acid are being fixed in the population at a higher rate.

Alternatively, a shortage of DN could be considered as evidence of

negative selection as it would appear as though mutations that

change the amino acid are being fixed at a lower rate. This

interpretation of the data is fairly straightforward considering an

additive model of selection with stationary population sizes.

However, as mentioned above and as discussed in [17], asessment

of directionality from the MK statistics should be used with

caution as it is sensitive to changing population dynamics. It

should be noted, however, that in the case of strong negative (i.e.

purifying) selection, the signature will be less clear in an MK table

since mutations are not likely to segegrate in the population long

enough to contribute to the polymorphism count. Thus, in the

Table 1. MK table.

MK SnIPRE

Polymorphic Divergent Polymorphic Divergent

Synonymous PS DS y00 y01 n1

Non-Synonymous PN DN y10 y11 n2

d

Notation used for the MK statistic and SnIPRE. yij = the number of mutations a gene has in category ij; i = 1 if the mutations are non-synonymous, 0 otherwise; j = 1 if the
mutations are divergent, 0 otherwise.
doi:10.1371/journal.pcbi.1002806.t001

Author Summary

We present a new methodology, SnIPRE, for identifying
genes under natural selection. SnIPRE is a ‘‘McDonald-
Kreitman’’ type of analysis, in that it is based on MK table
data and has an advantage over other types of statistics
because it is robust to demography. Similar to the MKprf
method, SnIPRE makes use of genome-wide information to
increase power, but is non-parametric in the sense that it
makes no assumptions (and does not require estimation)
of parameters such as mutation rate and species
divergence time in order to identify genes under selection.
In simulations SnIPRE outperforms both the MK statistic
and the two versions of MKprf considered. We then apply
our method to Drosophila and human-chimp data.

SnIPRE

PLOS Computational Biology | www.ploscompbiol.org 2 December 2012 | Volume 8 | Issue 12 | e1002806
McDonald and Kreitman table (Eilertson et al., 2012 Plos CB)
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MK LME

log(µijk ) = log(Tsitesi) + β + βNi + βDj + βNDij +

βG
k + βNGi

k + β
DGj
k + β

NDGij
k

Ni synonymous vs non-synonymous
Dj divergent vs polymorphic
βk random effects
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theory. However, just as with the traditional MK test, conclusions

about type of selection (positive, negative, or balancing) require

further assumptions. The parameters of the SnIPRE model are

easily interpreted and can be effectively used to estimate the affects

of selection, constraint, divergence time, and mutation rate on

genome-wide patterns of variation on a gene-by-gene basis. Effects

may be readily evaluated in the absolute, or relative to the

genome-wide estimates.

The simulations provided here illustrate the significant increase

in power over the traditional MK test that the SnIPRE model

provides, while maintaining a low false positive rate. This makes

sense since we are using genome-wide data to improve our

estimate of the influence of mutation rate, species divergence time,

constraint, and selection effects. The fixed effects reflect genome-

wide averages of these effects; the random effects reflect the gene-

by-gene variation in the influence of these forces and provide

estimates of this variation with James-Stein-type shrinkage. Both

the empirical Bayes and fully Bayesian implementation borrow

strength across genes to improve estimates of the parameters of

interest. The success of the method in simualtions, as well as the

consistency of the Drosophila and human-chimp results with other

findings corroborates the legitimacy of this methodology in this

setting.

When the assumptions of the PRF are met, our simulations

indicate the method provides estimates of the selection coefficient

as un-biased as the more parametric method MKprf, and with

Figure 8. D. simulans estimated selection effects and non-synonymous effects for 8,887 genes. Plots A and B shows the estimated
selection effects using SnIPRE and B SnIPRE respectively.
doi:10.1371/journal.pcbi.1002806.g008

Figure 9. Human estimated selection effects and non-synonymous effects for 11,624 genes. Plots A and B shows the estimated selection
effects using SnIPRE and B SnIPRE respectively. B SnIPRE classifies far more genes as having a negative average selection effect, and this difference
can be explained in part by the construction of 95% confidence interval versus the credible interval.
doi:10.1371/journal.pcbi.1002806.g009

SnIPRE

PLOS Computational Biology | www.ploscompbiol.org 13 December 2012 | Volume 8 | Issue 12 | e1002806

D. simulans estimated selection effects and non-synonymous
effects for 8,887 genes (Eilertson et al., 2012).
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theory. However, just as with the traditional MK test, conclusions

about type of selection (positive, negative, or balancing) require

further assumptions. The parameters of the SnIPRE model are

easily interpreted and can be effectively used to estimate the affects

of selection, constraint, divergence time, and mutation rate on

genome-wide patterns of variation on a gene-by-gene basis. Effects

may be readily evaluated in the absolute, or relative to the

genome-wide estimates.

The simulations provided here illustrate the significant increase

in power over the traditional MK test that the SnIPRE model

provides, while maintaining a low false positive rate. This makes

sense since we are using genome-wide data to improve our

estimate of the influence of mutation rate, species divergence time,

constraint, and selection effects. The fixed effects reflect genome-

wide averages of these effects; the random effects reflect the gene-

by-gene variation in the influence of these forces and provide

estimates of this variation with James-Stein-type shrinkage. Both

the empirical Bayes and fully Bayesian implementation borrow

strength across genes to improve estimates of the parameters of

interest. The success of the method in simualtions, as well as the

consistency of the Drosophila and human-chimp results with other

findings corroborates the legitimacy of this methodology in this

setting.

When the assumptions of the PRF are met, our simulations

indicate the method provides estimates of the selection coefficient

as un-biased as the more parametric method MKprf, and with

Figure 8. D. simulans estimated selection effects and non-synonymous effects for 8,887 genes. Plots A and B shows the estimated
selection effects using SnIPRE and B SnIPRE respectively.
doi:10.1371/journal.pcbi.1002806.g008

Figure 9. Human estimated selection effects and non-synonymous effects for 11,624 genes. Plots A and B shows the estimated selection
effects using SnIPRE and B SnIPRE respectively. B SnIPRE classifies far more genes as having a negative average selection effect, and this difference
can be explained in part by the construction of 95% confidence interval versus the credible interval.
doi:10.1371/journal.pcbi.1002806.g009

SnIPRE

PLOS Computational Biology | www.ploscompbiol.org 13 December 2012 | Volume 8 | Issue 12 | e1002806

Human estimated selection effects and non-synonymous
effects for 11,624 genes. (Eilertson et al., 2012).
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Background, saliva (red) and immune (blue) genes selection
and constraint effects.
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Parameters for each gene

LME⇐⇒ PRF

γ selection coefficient; γ = 2× Ne × s

1 + s fitness of mutants

τ divergence time

µ nucleotide mutation rate

θ per-locus mutation rate; θ = 2× Ne × µ
f proportion of nonsynonymous mutations that are

non-lethal; 1− f mutation constraint

Ne effective population size
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Phenotype changes across generations

Φ1

Φ1+ δ1,1 Φ1+ δ1,2 Φ1+ δ1,ω1

Φ
N

ΦΝ+ δΝ,1 Φ1+ δΝ,2 Φ1+ δΝ,ωΝ

...

... ...

Phenotype of ancestors and descendants (Rice, 2004)
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Phenotype changes across generations

Φ̄′ − Φ̄ = ∆Φ̄ =
1
W̄

[cov(W ,Φ) + E(W δ̄)]

N Population size
Φi Phenotype of individual i (0 < i ≤ N)

Φ̄ Mean phenotype in the population
δi,j Difference between phenotype of the j th

descendant of individual i and i ’s phenotype
δ̄i Difference between the mean value of Φ

among i ’s descendants and Φi

Φ̄′ Mean phenotype of the descendants
Wi Number of descendants of individual i
W̄ Mean number of descendants per individual
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abstract: Evolutionary biology is undergirded by an extensive and
impressive set of mathematical models. Yet only one result, Fisher’s
theorem about selection and fitness, is generally accorded the status
of a fundamental theorem. I argue that although its fundamental sta-
tus is justified by its simplicity and scope, there are additional results
that seem similarly fundamental. I suggest that the most fundamental
theorem of evolution is the Price equation, both because of its simplic-
ity and broad scope and because it can be used to derive four other fa-
miliar results that are similarly fundamental: Fisher’s average-excess
equation, Robertson’s secondary theoremof natural selection, the breeder’s
equation, and Fisher’s fundamental theorem. These derivations clarify
both the relationships behind these results and their assumptions. Slightly
less fundamental results include those for multivariate evolution and
social selection. A key feature of fundamental theorems is that they have
great simplicity and scope, which are often achieved by sacrificing per-
fect accuracy. Quantitative genetics has been more productive of fun-
damental theorems than population genetics, probably because its em-
pirical focus on unknown genotypes freed it from the tyranny of detail
and allowed it to focus on general issues.

Keywords: fundamental theorem, evolution, Price equation, breeder’s
equation, average excess.

Fisher’s fundamental theorem of natural selection states that
natural selection increases the mean fitness at a rate equal to
the additive genetic variance for fitness (Fisher 1930). The
name he bestowed on it makes it clear that he viewed it as a
very important result, as does his likening it to the second law
of thermodynamics. Opinions about it havewaxed andwaned
over the years or, more accurately, waned andwaxed, with ini-
tially negative views (Kempthorne 1957; Li 1967; Crow and
Kimura 1970; Karlin 1975; Nagylaki 1991) being supplanted
bymore favorable ones (Ewens 1989; Frank and Slatkin 1992;
Frank 1997; Lessard 1997; Grafen 2003, 2015a; Plutynski 2006;
Okasha 2008; Bijma 2010).

Evolution probably has the most elaborate and beautiful
mathematical theories in all of biology. We have thousands

of results justified by mathematical deduction from specified
assumptions, which could therefore be thought of as theo-
rems. Which of these should be considered fundamental?
Mathematical models, and scientific theories in general, serve
multiple and often conflicting roles. Levins (1966) discussed
how models have to trade off between generality, realism,
and precision. Kuhn (1977) similarly noted that theories face
conflicts between accuracy, consistency, scope, simplicity,
and fruitfulness. Among these qualities, Fisher’s fundamental
theorem (Fisher 1930) excels in simplicity and scope. It does
not cover all cases exactly (accuracy is what it sometimes
sacrifices, and I say more about that below), but it does cover
a very wide range of cases in a simple way.
As significant as it is, Fisher’s fundamental theorem has

been shown to be a special case of even more general theo-
rems (Frank 1997, 2012; Rice 2004; Walsh and Lynch, forth-
coming) that are arguably just as fundamental, in the sense of
having similar simplicity and scope. This may not be well
known among evolutionary biologists, so part of the purpose
of this article is to summarize and synthesize this work. The
synthesis will include proposals for fundamental-theorem
status for several well-known equations, a brief review their
domains and relationships to each other, and suggestions for
names that reflect those relationships (summarized in fig. 1).
Finally, I include some reflections on the nature of funda-
mental theorems in evolution.

The Fundamental Theorem of Evolution

At the top of the hierarchy of candidates for fundamental
theorem status is Price’s equation or theorem:

D�f p
1
�w
(Cov(wi, fi)1 E(widi)) ð1Þ

(Price 1970, 1972a; Grafen 1985; Frank 1997, 2012; Rice 2004;
Walsh and Lynch, forthcoming). Though initially derived in a
somewhat limited form (Price 1970), it is a general mathe-
matical identity that applies to any trait f of entities i that
can be tracked through time, either by following i itself or by
tracking from i to its descendants (Price 1972a, 1995; Grafen
1985; Frank 1995, 1997, 2012; Rice 2004; Luque 2017; Walsh
and Lynch, forthcoming). Though couched in statistical terms,
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the basic Price equation is concerned not primarily with esti-
mation but rather with the population parameters and causal
interpretation (Frank 2012).

Both f and i are very flexible. For example, I use f vari-
ously to track either gene counts, phenotypic values, or
breeding values. I usually take i to index individuals, but
the equation can also work for alleles, groups, or classes
of various kinds. As wi stands for fitness, the first term of
equation (1) is usually taken as representing change due
to selection on f. Technically it also includes drift (Rice
2004), although in most applications this is ignored. Here
di is the change in the value of fi during the time period
in question, which could be a change in the individual itself
but is more often a change from individual i to its offspring.
Thus, the second term is often described as representing bi-
ased transmission. In biological terms, this transmission
change could be due to a change in environment, regression
on the mean, mutation, selection within (rather than be-
tween) the parental entities, or any other force not incorpo-
rated in the covariance term (Frank 2012).

The Price equation is at the top of the hierarchy for sev-
eral reasons. First, it requires the fewest assumptions. It is
essentially amathematical identity, given traitmeasurements
f and a mapping from one time to the next of entities pos-
sessing those traits (Frank 1997, 2012; Rice 2004; Walsh and
Lynch, forthcoming), although extensions may be required to
incorporate complexities such as uncertainty (Grafen 2000;
Rice 2008), migration (Kerr and Godfrey-Smith 2009), and
class structure (Grafen 2015b). Indeed, it is applicable outside
of evolutionary biology, for example in ecology (Fox 2006)
and epidemiology (Day and Gandon 2006). Second, it is fun-
damental in a sense that Fisher’s theorem is not: all the other
equations, including Fisher’s theorem, can be easily derived
from it with additional assumptions. Third, the Price equa-
tion covers not just selection but all forces affecting evolu-
tionary change. As such, itmerits being called the fundamen-
tal theorem of evolution.
It is not my goal to review the many applications of the

Price equation, which has been done better elsewhere (Rice
2004; Luque 2017), but to trace its relations to other funda-

Figure 1: Fundamental theorems and their relationships. Arrows indicate derivation, with required assumptions or domain restrictions writ-
ten beside them. f p any trait value; d p the change in f from parent to offspring; w p fitness; p p allele frequency; aA p average excess;
gp breeding value; zp phenotype value; rp partial correlation; sp selection differential, h2 p heritability. The i subscripts for individuals
used in the text are omitted for economy.
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(φ = any trait value; δ = the change in φ from parent to offspring; w = fitness; p = allele frequency;
aA = average excess; g = breeding value; z = phenotype value; r = partial correlation; s = selection
differential, h2 = heritability.)
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C =
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µ

I Ross-MacDonald

dx(t)
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Representation as a DAG

interactions. But it serves as a basis for assessing the evolutionary implication of

more complex causal structures/assumptions. In particular, it enables us to examine

how various forms of ‘‘proximate causes’’ affect evolutionary or ‘‘ultimate causes.’’

In what follows we will see this with four biological examples, namely (1)

epigenetic inheritance, (2) maternal effects, (3) niche construction, and (4) nonlinear

interactions or development by describing these phenomena in terms of the causal

graph underlying the Price equation.

Extending the basic model

In this section I extend the basic causal structure underlying the breeder’s equation

(Fig. 1) to study the evolutionary consequence of various types of proximate causal

mechanism, such as epigenetic inheritance, maternal effects, niche construction, and

nonlinear interactions. For each of these mechanisms I first describe the

corresponding causal graph and structural equations and then calculate the

evolutionary response following Table 1. This will reveal how and through which

components of the Price equation these ‘‘proximate’’ causes affect ‘‘ultimate’’

evolutionary trajectories, establishing a systematic connection between these two

notions.

Epigenetic inheritance

The causal graph in Fig. 1 and thus the breeder’s equation (Eq. 7) are based on the

strict Weismanian assumption that restricts carriers of hereditary information to

genes alone. Recent studies, however, have provided ample evidence that various

epigenetic materials are also transmitted during reproduction (e.g., Jablonka and

Lamb 2005). At the molecular level, for example, phenotypic information may be

stored in the form of DNA methylation, histone modification, RNA regulation or

WEW

ΦE

X

X

E Φ

β

σ2
A

W = βΦ + EW ,

Φ = X + E,

Φ = X + E ,
X = X,

E = E (constant environment)

Fig. 1 The causal graph and structural equations underlying the breeder’s equation. All causal relations
are assumed to be linear, and only one trek (W Z X ! X0 ! Z 0) connects the parental fitness and
offspring phenotype. For diploid organisms (which consist most if not all application targets of the
breeder’s equation), the middle part ( Z X ! X0 !) is doubled to account for the contributions from
both sexes but this complication is omitted throughout this paper (see Otsuka, forthcoming for detail)

Using causal models to integrate proximate and ultimate causation

123

σ2
A additive genetic effect (Cov(Φ,Φ′))

∆Φ evolutionary response

∆Φ =
1

βΦ + EW
βσ

2
A

assumptions: faithful gene transmission (X = X ′); homogeneous environments
(E = E′); no reproductive bias (Φ′ − Φ = 0)
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W E W

R GP

Φ E

R X

XR

Φ E

λ2

1 − λ1

W = β Φ + R + E W    ,

R = (1 − λ1)R GP + λ2 Φ,  

R  = (1 − λ1)R + λ2 Φ'

H

P

H

P

H

P

Organisms as causal agents of environmental changes and evolutionary fate. Modified from Otsuka,
2014, Laland et al. 1999, and Lewontin, 1983

RGP ,R,R′ environmental resources (niches) of the grandparental, parental, and offspring
generations, respectively

H, P human (resources) and parasites (predators) trophic levels

λ2 linear coeficient measuring the influence of Φ on R

λ1 persistence/inheritance of the enrironmental resource between generations

∆Φ =
1

βΦ + R
(β + λ2)σ2

A

assumptions: R is a group or contextual variable (selection at the group level); it
keeps changing across generations and may counteract selection measured by β
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Research agenda

I study designs (population genomics, climate,
behavior):

I causal measures,
I confounding: backdoor, colliders
I mendelian randomization

I experimental evolution:
I sequencing following experimental challenge;
I niche manipulation

I software development
I what drives us into the future?


